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Key Points: 19 

• The adjustment the of parametrized orography in climate models can alleviate the near-20 
surface winter biases over the Arctic. 21 

• Increasing low-level drag reduces in the Northern Hemisphere stationary wave and shifts 22 
equatorward the subtropical jet. 23 

• Increasing low-level drag increases the Arctic sea-ice coverage and reduces the Atlantic 24 
meridional overturning circulation. 25 
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 28 

Abstract 29 

 30 

In climate models, the subgrid-scale orography (SSO) parameterization imposes a blocked flow 31 

drag at low levels that is opposed to the local flow. In IPSL-CM6A-LR, an SSO lift force is also 32 

applied perpendicular to the local flow to account for the effect of narrow valley isolation. Using 33 

IPSL-CM6A-LR sensitivity experiments, it is found that the tuning of both effects strongly 34 

impacts the atmospheric circulation. Increasing the blocking and reducing the lift leads to an 35 

equatorward shift of the Northern Hemisphere subtropical jet, and a reduction of the mid-latitude 36 

eddy-driven jet speed.  It also improves the simulated synoptic variability, with a reduced storm-37 

track intensity, and increased blocking frequency over Greenland and Scandinavia. Additionally, 38 

it cools the polar lower-troposphere in boreal winter. Transformed Eulerian Mean diagnostics 39 

also show that there is a reduction of the low-level eddy-driven subsidence in the polar region 40 

consistent with the simulated cooling. The changes are amplified in coupled experiments when 41 

compared to atmosphere-only experiments, as the low-troposphere polar cooling is further 42 

amplified by the temperature and albedo feedbacks resulting from the Arctic sea-ice growth. In 43 

IPSL-CM6A-LR, this corrects the warm winter bias and the lack of sea-ice that were present 44 

over the Arctic before adjusting the SSO parameters. Our results, therefore, suggest that the 45 

adjustment SSO parameterization alleviates the Arctic sea-ice bias in this case. However, the 46 

atmospheric changes induced by the parametrized SSO also impact the ocean, with an 47 

equatorward shift of the Northern Hemisphere oceanic gyres, and a weaker Atlantic meridional 48 

overturning circulation.  49 

  50 
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 51 
Plain Language Summary 52 
 53 

Some of the processes responsible for the impacts of orography on the mean flow, such as low-54 

level flow blocking, or mountain waves, are unresolved in climate models at standard horizontal 55 

resolution. Such processes are accounted for using subgrid-scale orography parameterization in 56 

climate models. Adjusting such parameterization is well-known to improve the simulation of the 57 

mean climate in mid-latitudes and to increase the skill of operational forecasts. In this study, the 58 

impact on the Arctic climate is studied in a climate model. It is found that adjusting the subgrid-59 

scale orography parameterization modulates both the atmospheric variability and mean state, 60 

with a large impact on the atmospheric heat and moisture transport from the mid-latitude to the 61 

Arctic. In particular, increasing the low-level flow blocking leads to decreased atmospheric 62 

transport to the Arctic. Such impacts are found in both atmosphere-only and coupled ocean-63 

atmosphere sensitivity simulations designed to investigate the influence of the parametrized 64 

orography. The coupled climate simulations further illustrate the impact of the subgrid-scale 65 

orography adjustment for the sea ice and oceanic circulation. Increasing low-level flow blocking 66 

is found to increase substantially the winter sea-ice growth, while it decreases the Atlantic 67 

meridional overturning circulation. 68 

  69 
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1 Introduction 70 

The representation of Subgrid-Scale Orography (SSO) in global climate models is still 71 

considered to be a major challenge (Sandu et al. 2019). Although the large scale orography 72 

influence is partly resolved in standard resolution models (~100 km), processes like gravity 73 

waves, the blocking effect of small-scale mountains and hills, and the associated turbulence 74 

indeed require the use of a very high resolution models (<1 km). Most global climate models use 75 

SSO parameterizations to capture the missing effect of orographic gravity waves and low-level 76 

blocking (Palmer et al. 1986, Lott and Miller 1997). Although early parameterizations only 77 

included mountain wave drags at upper levels that are oriented against the low-level flow, more 78 

recent schemes start to take into account directional effects (Baines and Palmer 1985, Bacmeister 79 

1997, Garner 2005). In them, the gravity wave drag is in a direction intermediate between the 80 

low-level winds and the minor axis of the SSO ridges and depending on the degree of anisotropy. 81 

Another progress done in the late 1990s was the inclusion of low-level blocked flow drag. In 82 

most schemes, its intensity is also a function of anisotropy but its direction is often assumed to be 83 

opposed to the low-level winds (Lott and Miller 1997). Although the inclusion of directional 84 

effects was never thoroughly tested for the gravity waves, it soon appeared that applying low-85 

level drag only was not much beneficial to improve the simulated stationary planetary waves 86 

(Lott 1999). Lott (1999) then translated the dynamical isolation of the air in narrow valleys in 87 

terms of low-level lift forces perpendicular to the local flow, based on an analogy with the effect 88 

of the envelope orography (Wallace et al., 1993). To some extent, it witnesses that direction 89 

matters: the component of the forces perpendicular to the winds does not decelerate the flow 90 

directly, but it still distorts it efficiently when applied regionally. The lift force mimics the vortex 91 

stretching effect over large scale mountains and yields a realistic planetary wave with little zonal 92 
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mean flow deceleration (Lott 1999). As model resolution increases, one could have expected that 93 

these issues become less critical. Yet, it happens not to be the case. The spectrum of unresolved 94 

and resolved processes are currently still not well understood, and much care is needed to 95 

evaluate the influence of parameterized orography (van Niekerke et al., 2016). For instance, 96 

Zadra et al. (2015) found that the parametrized surface stress is highly model dependent, with 97 

impacts at all time scales.   98 

Furthermore, how the ocean is impacted by SSO parameterizations remains not well 99 

understood. Based on the similarity between CMIP5 (Climate Model Intercomparison Project 100 

Phase 5) model mid-latitude biases and changes simulated while suppressing SSO effects, Pithan 101 

et al. (2016) suggested that much of the CMIP5 climate models biases could be alleviated 102 

increasing the parametrized drag. van Niekerk et al. (2017) also found that the CMIP5 model 103 

biases in the position of the North Atlantic and North Pacific jets found can be linked to the 104 

parametrized low-level drag. Another relevant example concerns the tuning of the GFDL model, 105 

through which warm Arctic biases were corrected with SSO parameterization (Zhao et al. 2018). 106 

However, the physics and feedbacks related to air-sea coupling behind these corrections need to 107 

be analyzed according to Held et al. (2019). Such analysis is indeed essential: since mountain 108 

wave drags are often introduced to reduce cold biases (Palmer et al. 1986) through downward 109 

control, we have to understand how low-level parametrized drag can result in opposite effects.  110 

Following on from these studies, we investigate here the effect of SSO parameterization 111 

in the Arctic region. The intention is also to reduce a warm winter bias in the lower troposphere 112 

over the Arctic sea ice. Such bias, previously linked to the poor simulation of the planetary 113 

boundary layer (Tjernström and Greversen, 2009) or clouds (Walsh et al., 2009), is indeed 114 

present in many models (Graham et al., 2019). 115 
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The present study addresses these issues with the IPSL-CM6A-LR model (Boucher et al., 116 

2020), with a focus on its atmospheric component, LMDZ6A (Hourdin et al., 2020). The IPSL-117 

CM6A-LR model was used to perform the CMIP6 (Eyring et al., 2016) simulations. The study 118 

was motivated by a difficulty encountered during the tuning of this model configuration, namely 119 

a systematic underestimation of the Arctic sea ice at the end of winter. This deficiency was in 120 

part attributed to a bad representation of the stationary planetary waves. In our case, this 121 

produces an overestimation of warm air advection from low-latitudes to the Arctic in winter, 122 

thereby inhibiting winter sea-ice growth. This motivated a tuning of the SSO parameterization, 123 

which indeed appeared to play a crucial role in the representation of Arctic sea ice. The 124 

simulations presented in this paper re-assess this particular tuning step with sensitivity 125 

experiments starting from the final version of the model, using the atmospheric model 126 

component LMDZ6A both in stand-alone atmospheric mode and coupled to the ocean. Another 127 

goal of this study is to assess the performance of IPSL-CM6A-LR regarding Northern 128 

Hemisphere climate characteristics, as the CMIP6 (Coupled Model Intercomparison Project 129 

Phase 6) simulations produced by IPSL-CM6A-LR will be used next in many studies. We will 130 

explore the sensitivity of this model to the SSO drag and lift effect, and we will illustrate why 131 

and how the Arctic and mid-latitude climate is modified by adjusting both effects. 132 

This manuscript is organized as follows: the model and the methodology are presented in 133 

section 2. Sensitivity atmosphere-only experiments are analyzed in section 3, and coupled ones 134 

in section 4. Conclusions are given in section 5.   135 
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2 Methods 136 

2.1 Atmosphere-only experiments 137 

This study uses the land-atmosphere components of the IPSL-CM6A-LR model used for CMIP6, 138 

called LMDZOR6, in stand-alone mode, forced by sea-surface temperature (SST) and sea-ice 139 

concentration. LMDZOR6 is based on the atmospheric model LMDZ version 6, which is 140 

described in a companion paper of the same Special Collection (Hourdin et al., 2020). It has a 141 

resolution of 2.5°x1.25°, and 79 vertical levels that extend up to 80 km (~1.5 Pa). It is coupled to 142 

the ORCHIDEE (Boucher et al., 2020) land surface model. In LMDZ6, the convective and 143 

planetary boundary layer scheme was revisited (Hourdin et al., 2020). A refinement of the 144 

vertical grid and a new adjustment of the thresholds of stability functions were implemented for 145 

a better representation of the very stable atmospheric boundary layer (Vignon et al., 2017). The 146 

scheme producing SSO gravity waves drag is also used to produce a shear production term in the 147 

prognostic turbulent kinetic equation of the planetary boundary layer scheme. This produces a 148 

turbulent orographic form drag, which was carefully validated over the Antarctica ice sheet (see 149 

details in the appendix of Cheruy et al., manuscript 2019MS002005). In LMDZ, the SSO 150 

parameterization applies gravity wave drag at upper levels and low-level drag and lift forces at 151 

the model levels that intersect the SSO. The low-level drag force represents the blocking effect 152 

of orography. It is opposed to the local wind (Lott and Miller 1997). The lift represents the effect 153 

of narrow valley isolation intensifying the vortex compression (Lott 1999). Among others, the 154 

low-level drag and lift effects depend on Cd and Cl respectively, which are two dimensionless 155 

scaling parameters that need to be carefully adjusted. Cd directly controls the blocked-flow 156 

component of the drag, while Cl controls the amplitude of the lift force. 157 
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We integrate several LMDZOR6 simulations (see Table 1) using a repeated annual cycle 158 

of SST and sea ice concentration as boundary conditions, calculated from a climatology of the 159 

1979-2008 forcings designed for the CMIP6 AMIP (Atmospheric Model Intercomparison 160 

Project; Durack and Taylor, 2018). The simulations are performed over 30-year, with fixed 161 

present-day external forcings, using the CMIP6 (Eyring et al., 2016) plant functional type maps, 162 

greenhouse gases, ozone, aerosols, and solar forcing of the year 2000. The control simulation, 163 

referred to as Atm-6A, uses the standard value for Cd and Cl from the IPSL-CM6A-LR CMIP6 164 

configuration. We also used the ensemble of 10 AMIP simulations produced in CMIP6 with the 165 

same atmospheric model (Boucher et al., 2020).  These simulations are identical to Atm-6A, but 166 

they used interannual SST, sea ice, and external forcings. We also focus on the 1979-2008 period 167 

in this ensemble.  168 

 We also integrate simulations identical to Atm-6A, but using increased (decreased) 169 

values of Cd in Atm-6A-Drg+ (Atm-6A-Drg-) and similarly for Cl in Atm-6A-Lft+ (Atm-6A-Lft-170 

). The exact values are given in Table 1. In case Cl  is reduced to 0, the orographic lift 171 

parametrization is deactivated. Lastly, a simulation combining these two changes with an 172 

increased Cd and a decreased Cl is referred to as Atm-5DL. This corresponds to the set-up of the 173 

previous version of the atmospheric model LMDZ5A (Hourdin et al., 2006) used for CMIP5.  174 

Hereafter, the significance level for the difference of any variable between two 175 

simulations is given by the p-value of a Student t-test assuming equal variances. The number of 176 

degrees of freedom used in the t-tests is n-2, with n the number of years.  177 

  178 
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Table 1. Presentation of the main simulation discussed in this study. 179 

	180 
Name Model 

 
Members Length (in yr) Parameters 

    Cd Cl 
Atm-6A LMDZOR-6A 1 30 0.6 0.1 
Atm-5DL LMDZOR-6A 1 30 0.2 0.25 
Atm-6A-Drg+ LMDZOR-6A 1 30 1.2 0.1 
Atm-6A-Drg- LMDZOR-6A 1 30 0.2 0.1 
Atm-6A-Lft- LMDZOR-6A 1 30 0.6 0.0 
Atm-6A-Lft+ LMDZOR-6A 1 30 0.6 1.0 
AO-6A IPSL-CM6A-LR 1 200 0.6 0.1 
AO-5DL IPSL-CM6A-LR 5 80 0.2 0.25 
	 	 	 	 	
	181 

2.2. Coupled experiments 182 

We also use the IPSL-CM6A-LR (Boucher et al., 2020) atmosphere-ocean general circulation 183 

model (AOGCM), which consists of LMDZOR6 coupled to the NEMO ocean model using a 184 

nominal horizontal resolution of about 1° with refinement at the equator and poles (eORCA1 185 

grid), 75 vertical levels, and the LIM3 sea-ice module. The Northern Hemisphere climate of the 186 

preindustrial CMIP6 control simulation of this model shows a marked centennial variability 187 

linked to Atlantic meridional overturning circulation (AMOC) fluctuations (Boucher et al., 188 

2020). This variability is also visible in CMIP6 historical simulations. This motivates the use of a 189 

200-yr period of the preindustrial simulation as a control for our sensitivity study, to ensure that 190 

this variability does not affect our results. We arbitrarily chose to focus here on the 1990-2189 191 

model years. This simulation is referred to as AO-6A. Although preindustrial external forcings 192 

are quite different from present-day ones, the results presented next are likely unchanged in 193 

present-day conditions. 194 

Starting from this preindustrial configuration, we integrate a 5-member ensemble, called 195 

AO-5DL, using the values of Cd and Cl from the previous CMIP5 IPSL model version (increased 196 
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Cd and decreased Cl, as previously described, see Table 1). The set-up is otherwise identical to 197 

AO-6A. The members last 80-yr and start at dates sampled every 40-yr in the given 200-yr 198 

period. The first 30-yr period of each ensemble is discarded. The integration of such ensemble 199 

ensures an accurate estimation of the SSO influence so that the important centennial variability 200 

present in IPSL-CM6A-LR does not affect too much the results. 201 

 202 

2.3 Observations 203 

Monthly and daily sea level pressure (SLP), geopotential height, air temperature, zonal 204 

and meridional wind are retrieved from the ERA-Interim reanalysis interpolated onto a 2° grid 205 

(Dee et al. 2011) over the 1979-2014 period.  206 

 207 

3 Impacts on the atmospheric circulation  208 

3.1 Mean state  209 

The influence of the SSO parameters on the Arctic climate is first assessed in 210 

atmosphere-only experiments. Although LMDZ version 6 includes a series of physical updates 211 

as compared to previous versions (see the previous section), stationary planetary wave errors 212 

over Northern America and Northern Atlantic remain when using the SSO parameters of the 213 

CMIP5 version. More specifically, the stationary planetary wave is much more pronounced than 214 

in reanalysis, with the three troughs visible in the 700-hPa geopotential height, located over 215 

North America, western Europe, and eastern Asia being deeper than in ERA-Interim (Figure 1c). 216 

This can result in meridional exchanges, for instance from enhanced (reduced) advection of 217 

warm air from the mid-latitudes to the polar regions where most of the Arctic sea ice forms in 218 
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winter. The zonally asymmetric changes (Fig. 1d) also show that the stationary wave is shifted 219 

west when compared to ERA-Interim over eastern Asia, North Pacific, and North American.  220 

The overestimated stationary wave amplitude might be corrected by imposing more 221 

orographic drag and, therefore, decelerating the flow (Sandu et al., 2016). For instance, such an 222 

effect of increasing low-level drag was found by van Niekerk et al. (2017), although opposed 223 

changes were found North of 60°N. Furthermore, as the lift force leads to more vortex stretching 224 

over large scale mountains, reducing the lift effect may also reduce the planetary wave with little 225 

impacts on the zonal flow, as discussed in Lott (1999). We, therefore, chose to reduce Cl (from 226 

0.25 to 0.1) and increase Cd (from 0.2 to 0.6) between Atm-5DL and Atm-6A (see table 1).  227 

Figure 1ef shows that doing so, the errors on both the planetary waves and the zonally symmetric 228 

part of the low-level jet are reduced. The improvement is quantified in Fig. 1 by the root mean 229 

square error (RMSE) in 20°N-90°N, which is reduced for both the 700-hPa geopotential height 230 

(from 48.8m to 36.3m) and its asymmetric component (from 29.4m to 23.2m). 231 

To illustrate how the lift and drag can be combined to modify the planetary wave and the 232 

zonal mean flow, Fig. 2 shows the differences between Atm-6A and Atm-5DL (Figs. 2a and 2b) 233 

as well as the difference between runs where the drag is enhanced by a factor 6 (Cd increased 234 

from 0.2 to 1.2; Figs. 2c and 2d) and differences between a run with strong lift and a run with no 235 

lift (Cl parameter decreased from 1.0 to 0.0; Figs. 2e and 2f). In these sensitivity simulations, we 236 

see that the drag alone can well decelerate the global flow (compare Figs.2a and 2c), with a 237 

weakening of the tropospheric polar vortex.  This effect of the SSO on the zonal mean flow is 238 

consistent with the effect expected from mountain drags onto the zonal-mean atmospheric mass 239 

distribution (Lott et al., 2005; Lott and d’Andrea, 2005), and is consistent with the results of 240 

previous studies (Zadra et al. 2003; Sandu et al. 2016). The meridional pressure gradient 241 
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produced is consistent with an anomalous geostrophic westward zonal flow due to the low-level 242 

blocking. The drag also reduces the trough over north-eastern America and tends to produce a 243 

strong ridge to the west of the Alaskan peninsula. The lift force is less efficient in producing an 244 

axisymmetric response (compare Figs.2c and 2e) but much more efficient in producing a 245 

planetary wave (Figs. 2d and 2f). 246 

Lastly, we note that the influence of varying SST does not change the overall standing 247 

planetary wave pattern. Indeed, the ensemble mean of AMIP CMIP6 experiments shows 700-hPa 248 

geopotential height asymmetries largely similar to the simulation Atm-6A using climatological 249 

surface boundary conditions (see Fig. S1).    250 

 251 

3.2 Atmospheric variability 252 

Although changes in the direction and intensity of the climatological westerlies can have 253 

a large influence on the Arctic climate, a large fraction of the low troposphere transport of heat 254 

and moisture toward the Arctic is also related to the transient eddies. To measure how they are 255 

modified, we next evaluate the winter daily 500-hPa geopotential height standard deviation, 256 

pass-band filtered at 2.5-6 days (Blackmon, 1976). The geopotential height standard deviation of 257 

the model is quite realistic (Fig. 3abc), with the Pacific and Atlantic storm tracks located at 50°N 258 

over both basins. Nevertheless, Atm-6A and Atm-5DL tend to slightly underestimate the 259 

variance over both storm tracks, while the variance is overestimated over land. The biases of 260 

Atm-6A (Fig 3f) and Atm-5DL (Fig. 3e) indeed show that the standard deviation is particularly 261 

overestimated in over land, especially over northwestern America. In Atm-6A, the variance is 262 

reduced almost everywhere around the globe in the polar and mid-latitudes compared to Atm-263 

5DL (Fig. 3d). The reduction of the overestimated variance over land explains the overall 264 
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reduction of the 20°N-90°N RMSE from 4.72m in Atm-5DL to 3.81m in Atm-6A. The decreased 265 

variance in Atm-6A is consistent with the weaker polar vortex described in Fig. 2a if we assume 266 

that a weaker amplitude vortex is more stable. 267 

To understand the impact on the mid-latitude synoptic variability, we also investigate the 268 

blocking characteristics. The blockings are closely linked to the main mode of atmospheric 269 

variability (Woolings et al., 2008; Davini et al. 2012) and are usually not well represented in 270 

climate models, with underestimated blocking frequencies over Northern Europe (Davini and 271 

Cagnazzo, 2014). Pithan et al. (2016) attributed this underestimation to a lack of SSO drag in 272 

most models. A blocking index is defined following Scherrer et al. (2006), using the meridional 273 

gradient of daily geopotential height at 500-hPa and considering only blocking events lasting 274 

more than five consecutive days. When comparing with ERA-Interim, the blocking frequency 275 

simulated by Atm-6A is overestimated over the Urals and far eastern Siberia, while it is 276 

underestimated over the British Isles (see Fig. 4). The SSO adjustment in Atm-6A has however 277 

contributed to increasing the frequency of blocking over Greenland and Scandinavia that were 278 

largely underestimated in Atm-5DL, as found in Pithan et al. (2016). From Atm-5DL to Atm-6A, 279 

the blocking frequency RMSE is reduced by 0.44% over the North Atlantic section (Fig. 4). 280 

However, the blocking frequency has been degraded in far eastern Siberia, with an increased 281 

RMSE of 0.22%.   282 

 283 

3.3 Zonal-mean changes 284 

Increasing orographic drag to cool the polar regions poses a challenge since, in the past, 285 

orographic gravity wave drags were often introduced to warm the upper troposphere and low 286 

stratosphere (Palmer et al. 1986). The arguments involve downward control principles (Haynes et 287 
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al., 1991), where an upper-level drag is balanced via the Coriolis torque by a poleward 288 

Transformed Eulerian Mean (TEM) meridional velocity (called v*) that corresponds to the upper 289 

branch of an indirect circulation cell. In the poleward branch of the cell and below where the drag 290 

is applied the TEM vertical velocity (called w*) is downward (w*<0) causing adiabatic warming. 291 

A key aspect of the downward control argument is that the vertical integration used to predict the 292 

meridional circulations starts at 𝑧 = ∞ to use the boundary condition rw*=0.  Integration from the 293 

surface is systematically disregarded (“upward control”) based on the argument that the surface 294 

frictions can easily adapt to enforce quasi-steady states. In the case of the SSO modifications tested 295 

here, the surface drags are imposed in the lower-troposphere and the “downward control” 296 

arguments are not easy to adapt. Seminal papers like Eliassen (1951) show that in principle, a drag 297 

applied near the surface can cause direct cells above where the drag is applied, which is a 298 

northward low-level flow yielding by mass conservation an upward flow north and hence adiabatic 299 

cooling. According to past literature one nevertheless needs to be extremely careful with such 300 

conclusions, and test the changes in surface friction and upper level forcing by the resolved waves.  301 

To disentangle the feedbacks, Fig. 5 presents zonal-mean diagnostics of TEM quantities 302 

derived following Andrews et al. (1987). First in Fig. 5a, one sees that the SSO drags in Atm-6A 303 

and difference in SSO drags from Atm-6A to Atm-5DL are both negative at low levels in the 304 

Northern Hemisphere mid-latitudes and polar regions as expected. The tendencies due to SSO lift 305 

are much weaker for the zonal flow (not shown). The zonal mean zonal wind in Fig. 5b presents a 306 

subtropical jet with center around (28°N,12km), that is in agreement with observations. It is tilted 307 

poleward when altitude decreases, and the lower troposphere jet maximum (i.e. the eddy driven 308 

jet) is around 35-40°N.  The impact of the changes in the zonal mean winds is consistent with Lott 309 

(1999), as the jet decreases above where the drag is applied, reducing the intensity of the eddy 310 
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driven jet. Besides, the zonal wind increases in the subtropical regions shifting the subtropical jet 311 

equatorward. Importantly, the response to the changes in SSO drag is almost barotropic, consistent 312 

with the fact that the low-level mountain drag is balanced by northward mass fluxes where it is 313 

applied, increasing the surface pressure northward and decreasing it southward. This is consistent 314 

with the changes in mass distribution due to mountains (Lott et al. 2005; Lott and d'Andrea, 2005). 315 

The reduction in the baroclinic part of the jet, as indicated by the difference of zonal mean zonal 316 

wind between 300-hPa and 850-Pa at 35°N, is not significant at the 10% level (-0.46 m s-1). 317 

The jet changes strongly impact the total drag in return. This is because above where the 318 

jet is decelerated the turbulent friction drag calculated by the boundary layer scheme is weaker 319 

(less negative) and vice versa. In our model, this more than balances the extra SSO drag between 320 

30°N and 60°N where the total drag in Atm-6A is weaker than in Atm-5DL (Fig. 5c). Interestingly, 321 

north of 65°N, the SSO drag is not balanced as much as elsewhere, and we suggest two reasons 322 

for this. The first is that the changes in the near-surface winds are not as large as at lower latitudes, 323 

the second is that in these regions the near-surface air is so stratified that the boundary layer does 324 

not develop well enough to efficiently balance the SSO drag. 325 

To a certain extent, the TEM vertical velocity in Fig. 5d responds to the near-surface force 326 

in Fig. 5c consistent with the case of Eliassen (1951) where drag is applied at the surface: north of 327 

70°N, the residual vertical velocity is upward (w*>0) above the surface and in the troposphere, 328 

consistent with the fact that the negative anomaly in low-level drag is almost centered at 70°N and 329 

drives a direct cell aloft. 330 

Nevertheless, as this interpretation challenges downward control principles, it is important 331 

to investigate the associated upper-level changes in eddy forcing. In the classical “downward 332 

control” description of the meridional circulations, the meridional wind response to eddy-driven 333 
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forces is “supposedly” equilibrated by an opposing response due to the adjustment of the boundary 334 

layer.  Such an equilibration is needed when one does long temporal average because the absence 335 

of equilibration yields a meridional transfer of mass and then a non-stationary change in the zonal 336 

mean surface pressure field.  As we adopt a more “upward controlled” view, one should test if our 337 

surface forces are in part compensated by changes in upper-level eddy forces.  338 

To some extent, we have begun to address this in Fig. 3, where we found that the eddy 339 

activity was reduced in Atm-6A. To evaluate this more precisely, the Figs. 5e and 5f show the 340 

zonal wind and temperature meridional fluxes due to the eddies, 𝑣′𝑢′and	𝑣′𝑇′respectively.  We see 341 

that both decay in Atm-6A compared to Atm-5DL, and also that near the surface between 50°N 342 

and 75°N, 𝑣′𝑇′is smaller in Atm-6A than in Atm-5DL. This could well explain the polar cooling, 343 

with smaller meridional poleward heat flux decreasing the near-surface temperature directly. What 344 

is also important, nevertheless, is the eddy forcing, which is the zonal wind tendency due to the 345 

divergence of the Eliassen-Palm (EP) flux in Fig. 5g. Note that in the upper-troposphere, the EP 346 

fluxes converge and decelerate the zonal wind (Fig. 5g, contours and vectors), while the EP fluxes 347 

diverge in the lower troposphere inducing the formation of the eddy driven jet. The difference in 348 

eddy forcing between Atm-6A and Atm-5DL is positive in the mid-troposphere north of 50°N 349 

(Fig. 5h, colors), so that the zonal wind is accelerated by eddies in this zone in Atm-6A. If we 350 

equilibrate this positive difference in forcing by a negative difference in TEM meridional wind v*, 351 

according to downward control, it is associated with a direct anomaly in meridional circulation 352 

below, with reduced polar subsidence in Atm-6A, and decreased near-surface temperature north 353 

of 60°N. 354 

 355 

3.4 Air temperature changes  356 
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To evaluate how the upper air diagnostics translate in the boundary layer, Fig. 6b shows 357 

the 2m temperature difference between Atm-6A and Atm-5DL. In Atm-6A, the North American 358 

continent is warmer, but most of the other regions are cooler, that is Eurasia, and most 359 

importantly for sea ice, a large part of the Arctic. In the other sensitivity experiments, similar 360 

warming, but with larger amplitude over North America is reproduced for a large decrease of the 361 

lift (Fig. 6c), as well as cooling in western Eurasia. These surface temperature changes are 362 

consistent with the modified standing wave pattern (Fig. 2f), with the anomalous southerly flow 363 

over North America and anomalous easterly flow in western Eurasia. However, as the lift is only 364 

slightly decreased in Atm-5DL when compared to Atm-6A (see Table 1), the effect of the lift is 365 

likely not dominant in Atm-6A minus Atm-5DL over Eurasia and the Arctic. The cooling 366 

simulated in Atm-6A over the Arctic and Eurasia is somewhat similar to the one simulated when 367 

increasing the drag (Fig. 6a, also given in Cheruy et al. (manuscript 2019MS002005), their Fig. 368 

9). The standing wave pattern in only modified over America by the increasing drag, with the 369 

anomalous southerly (northerly) flow in eastern (western) America, thereby producing surface 370 

warming (cooling). The cooling produced over Eurasia and the Arctic is likely dominant in the 371 

zonal mean temperature changes illustrated previously (Fig. 5h). As discussed in Cheruy et al. 372 

(manuscript 2019MS002005), as the atmospheric model has a warm winter bias over the 373 

Northern Hemisphere mid-latitude, the SSO changes in Atm-6A partly reduce the bias over 374 

Eurasia but increase it over North America.     375 

The Arctic cooling is occurring only during the winter in Atm-6A (from November to 376 

March; Fig. 6d, bottom, black curve), and is consistent with a dominant effect of the increasing 377 

drag (red curve), while little air temperature changes is simulated during the other seasons. 378 

Although in the TEM diagnostics we insisted on the role of the increased drag, the decreased lift 379 
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(green curve) may also attenuate the dominant drag-induced near-surface cooling in March or in 380 

November. This again demonstrates the importance of the eddy forcing, the lift being important 381 

for the planetary waves. 382 

 383 

4 Impacts in the ocean-atmosphere coupled system  384 

4.1 Atmospheric circulation changes  385 

The planetary standing wave of the ocean-atmosphere coupled experiments based on the 386 

atmospheric model component studied previously is shown in Fig. 7. The overall biases of the 387 

700-hPa geopotential height in AO-5DL resemble the biases illustrated previously in the 388 

atmosphere-only experiments: a too deep polar depression, and three anomalous troughs over 389 

north-eastern America, northern Europe, and eastern Asia (see Fig. 7c). The 700-hPa 390 

geopotential height biases are larger in the coupled model (compare Figs. 1c and 7c), with a 391 

maximum bias of ~100m in AO-5DL and ~80m in Atm-5DL.  392 

The 700-hPa height changes (Fig. 7ef) in AO-6A relative to AO-5DL is qualitatively 393 

similar to that illustrated previously in the atmosphere-only experiments (Fig. 2ab), with a 394 

strengthening of the geopotential height over the Arctic in AO-6A when compared to AO-5DL, 395 

and a weakening over the 20°N – 40°N latitude band, especially over the North Atlantic. When 396 

compared to AO-5DL, two dominant ridges are simulated, one downstream of the Rockies over 397 

north-eastern America, and another one over northern Europe. A smaller ridge is also simulated 398 

in eastern Asia, downstream of the Tibetan Plateau. Furthermore, two troughs are simulated 399 

upstream of the two major Northern Hemisphere mountain ranges. As in stand-alone 400 

atmospheric simulations, the SSO modification in AO-6A alleviates the atmospheric circulation 401 

biases for the asymmetric component as compared to AO-5DL (Fig. 7cd, RMSE from 24.7m to 402 
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20.6m), but the response is weaker in the coupled model case, except over Northern Europe. For 403 

example, the same SSO modification (i.e. 6A minus 5DL) in the atmospheric experiment led to 404 

changes of up to 50m over north-eastern America (Fig. 2a), while the changes are of the order of 405 

30m in the same region in the AOGCM experiments (Fig. 7e). The resulting geopotential height 406 

in AO-6A (Fig. 7a) remains too strong over the Arctic as compared to ERA-Interim (Fig. 1a) and 407 

too weak over the mid-latitudes, yet less than in AO-5DL (Fig. 7e). The biases of the 700-hPa 408 

geopotential height are nevertheless larger than AO-5DL in AO-6A (RMSE increase from 49.3m 409 

to 50.5m) as the geopotential height decreases in the latitudinal band 20°N-40°N.  410 

The difference in duration between the coupled and atmospheric experiments might 411 

explain the larger changes in the 30-yr atmosphere-only experiments, as the internal variability is 412 

presumably better removed in the coupled experiment (duration ≥ 200-yr).  Nevertheless, a 413 

comparison of the pairwise differences reveals that the changes are indeed significantly weaker 414 

in the coupled model experiments (Fig. S2). 415 

The zonal mean zonal wind anomalies in AO-6A relative to AO-5DL, in the coupled 416 

model (Fig. 8a), are also similar to that shown in the analogous atmosphere-only simulations 417 

(Fig. 5b). Both show a barotropic enhancement of the subtropical jet in its equatorward flank and 418 

a weakening of the eddy-driven jet at 50°N. Nevertheless, consistently with the geopotential 419 

height response, the changes of AO-6A minus AO-5DL are about half of Atm-6A minus Atm-420 

5DL. The associated zonal mean temperature changes are much larger in the coupled model (Fig. 421 

8b). Indeed, the lower-troposphere cooling is quite intense, with a cooling of more than 2 K 422 

north of 60°N. A clear cooling is also simulated elsewhere in the troposphere, with values of -0.2 423 

to -0.4 K in the tropics, and amplified values in the upper troposphere, as expected from the 424 

adjustment of the moist adiabat. On the other hand, warming is simulated in the polar 425 
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stratosphere and the stratospheric polar vortex weakens. The surface air temperature (Fig. 8c) is 426 

about 3 K cooler over the whole Arctic, with a maximum cooling up to 8 K occurring over the 427 

Barents and Okhotsk Seas where the sea-ice cover is thin and particularly sensitive to climate 428 

fluctuations. The cooling also extends over the Eurasian continent, and, to a lesser extent, into 429 

the North Pacific and Atlantic.  430 

The atmospheric variability in the coupled model also shows a decreased of 500-hPa 431 

geopotential height variance similar to that of the atmosphere-only simulations, but with weaker 432 

amplitude (Fig. S3a). The blocking frequency also increases over Scandinavia (Fig. S3b). Such 433 

an increase is larger than the one simulated in the atmospheric experiments (Fig. 4), with a 434 

blocking frequency RMSE reduced by 0.77% over the North Atlantic. Over northern Siberia, the 435 

RMSE is almost unchanged. In the upper troposphere, the meridional zonal wind and 436 

temperature transports are also similar in the coupled model and the atmosphere-only case (Fig. 437 

S3cd). However, the lower troposphere meridional temperature transport at 30°N-60°N increases 438 

in the coupled experiments as a result of the larger meridional temperature gradient. 439 

Nevertheless, the anomalous residual vertical velocity is still found to be ascending (negative) 440 

north of 60°N for the AOGCM case (Fig. S3f), as the lower-tropospheric lapse rate increases.  441 

We conclude that in the coupled model the overall dynamical changes due to the SSO 442 

modification are similar to the ones inferred from the atmospheric model but weaker. However, 443 

these changes in the coupled model are superimposed onto a lower tropospheric cooling over the 444 

polar cap. The next subsection focuses on the associated sea-ice extension and thickness. 445 

 446 

4.2 Ocean and Arctic sea-ice 447 
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The Arctic sea ice extent is increased in AO-6A as compared to AO-5DL in both summer 448 

and winter. In winter, the increase is mostly located over the Northern Pacific and the Barents 449 

Sea (Fig. 9a), while the sea ice concentration decreases locally over the Labrador Sea. The Arctic 450 

sea ice thickness also shows a large increase of ~0.8m in the central Arctic (Fig. 9c): it was ~3m 451 

in AO-5DL and it rose up to ~3.8m in AO-6A. In summer, the sea ice extent increases especially 452 

along the coast of Russia in the eastern Arctic (Fig. 9b). The multiyear ice thickness also 453 

increases by about 1m off Greenland (Fig. 9d). Our interpretation is that the colder winter 454 

temperature induced by the modified SSO (see Fig. 6a) has led to enhanced Arctic sea ice growth 455 

in the coupled model. The resulting larger sea ice volume can favor a colder Arctic with a larger 456 

summer sea ice extent, as found for example in model experiments designed to study the 457 

influence of sea ice initialization (Holland et al., 2011; Blanchard-Wrigglesworth et al., 2011), or 458 

when assimilating sea ice thickness in models (Blockley and Peterson, 2018). Besides, the 459 

summer sea ice changes may be amplified by the sea ice albedo feedback. In summary, the 460 

impact of SSO modifications over the Arctic is largely modified by the ocean-atmosphere 461 

coupling, leading to a larger thermodynamic response when compared to the atmosphere-only 462 

model. As the sea ice insulates the ocean from the atmosphere, the more extended sea-ice 463 

inhibits the heat release from the ocean to the atmosphere in winter, thereby reinforcing the 464 

winter cooling. This feedback explains the maximum cooling in November and December (see 465 

Fig. 6d, blue line). The ice-albedo feedback may contribute to the smaller summer cooling. 466 

Lastly, we note that the SSO modification has corrected the underestimated summer sea-ice 467 

extent simulated present in AO-5DL, as illustrated in Fig. 9ab by the observed and simulated 468 

50% contour for the sea-ice concentration.   469 



manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

The oceanic changes are not restricted to the Arctic. The lower-tropospheric westerlies 470 

are overestimated in AO-5DL over the eastern North Atlantic and the Kuroshio extension in the 471 

Pacific (Fig. 10a). The simulation AO-6A (Fig. 10b) shows a reduction of these two biases, even 472 

if the underestimation of the wind stress in the eastern Pacific becomes more pronounced. This 473 

reduction of the westerlies is associated with a southward shift of the Northern Hemisphere 474 

western boundary oceanic currents, namely the Gulf Stream and Kuroshio. This can be seen 475 

through the maximum cooling located in the western Pacific and Atlantic at 40°-45°N (Fig. 10c). 476 

This is also consistent with the sea surface height (SSH) reduction at the same locations (Fig. 477 

10d). In AO-6A minus AO-5DL, the sea surface salinity is also reduced the subpolar North 478 

Atlantic (Fig. 10e), which is consistent with a decreasing northward salt transport related to the 479 

southward shift of the North Atlantic current. As IPSL-CM6A shows a cold and fresh bias in the 480 

North Atlantic (Boucher et al., 2020), the bias is worse in AO-6A. A cold bias is also present off 481 

Japan and is also degraded in AO-6A, while the warm bias in the Bering sea is reduced. 482 

Cooling is also simulated in the equatorial Pacific and the Indian Ocean in AO-6A as 483 

compared to AO-5DL. It might be explained by the global response to increased sea ice cover. 484 

Many previous studies indeed found that sea-ice loss causes tropical warming in coupled models, 485 

called ‘’a mini-global warming’’ (Deser et al., 2014; Blackport and Kushner, 2017), by analogy 486 

with the warming induced by increasing greenhouse gases. Such a tropical impact is explained 487 

by the water vapor feedback and ocean circulation changes (Deser et al., 2016). The tropical 488 

cooling produced by the sea-ice increase in our experiments is very comparable to the one 489 

simulated in these previous studies, but with an opposite sign. We will illustrate next the changes 490 

in the meridional energy transports. 491 

 492 
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4.3 Meridional energy transport  493 

In the coupled simulations, the atmospheric and oceanic meridional energy transports 494 

change as a response to the new surface and top-of-atmosphere energy budgets. The atmospheric 495 

and oceanic energy transports are calculated using the top of the atmosphere radiative budget and 496 

the net surface heat flux integrated from 90°S. As the energy non-conservation is stationary (not 497 

shown), we remove the mean non-conservation term before calculation.		498 

In the coupled experiments, the extension of Arctic sea ice in AO-6A relative to AO-5DL 499 

leads to a decrease of incoming shortwave radiation over the Arctic, caused by the increased 500 

surface albedo. This implies an increase of the total northward meridional energy transport, as 501 

illustrated in Fig. 11 (black line). The atmospheric meridional energy transport (AMET; red line) 502 

accounts for most of this increase. The AMET increase is consistent with the lower-tropospheric 503 

meridional temperature transport in mid-latitudes (Fig. S3c). In the tropics, the AMET changes 504 

are consistent with the Hadley cells modifications expected from the Arctic cooling (Yoshimori 505 

et al., 2018), with a direct anomalous cross-equatorial cell. The anomalous cell leads to 506 

northward meridional geopotential transport in its upper branch, and increasing southward heat 507 

and moisture transport in its lower branch (Fig. S4). However, the northward oceanic meridional 508 

energy transport (OMET; blue line) is reduced, which damps the influence of the AMET 509 

increase. The OMET reduction is consistent with the weaker Atlantic meridional overturning 510 

streamfunction (Fig. 10f). In AO-6A minus AO-5DL, the decreasing subpolar North Atlantic 511 

salinity (Fig. 10e) weakens the seawater density in the subpolar gyre, which likely leads in turn 512 

to the AMOC weakening.   513 

 514 
5 Discussions and Conclusion  515 
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During the tuning of the IPSL-CM6A-LR model, the parametrized orography was modified to 516 

alleviate the biases of the atmospheric circulation resulting from the updated model physics. We 517 

increased the orographic lower-tropospheric blocking effect (so-called drag). We also decreased 518 

the lift, which is a force perpendicular to the local flow. The lift was designed to represent the 519 

dynamical isolation of narrow valleys (Lott, 1999).  The SSO changes implemented cause a 520 

reduced polar depression, as well as a better simulation of the Northern Hemisphere stationary 521 

wave pattern. Furthermore, we noticed a lower-tropospheric cooling at 60°N-90°N over the 522 

Arctic. These changes are mainly due to the increased lower tropospheric drag. This effect is 523 

counter-intuitive, as previous works found that enhanced drag generally warms the mid-latitudes 524 

and polar regions (Palmer et al., 1986). Using TEM diagnostics in atmosphere-only experiments, 525 

we showed that the cooling is driven by the weaker eddy activity, which decreases the northward 526 

heat and momentum transport. In the coupled model, the same SSO modification is found to 527 

have a large impact on Arctic sea-ice, as the lower tropospheric atmospheric cooling is amplified 528 

by the winter sea-ice growth and a reduced oceanic heat loss. Nevertheless, the changes in the 529 

standing wave or zonal winds are weaker than in the atmosphere-only experiments.  530 

The adjustment of the SSO parameterization in IPSL-CM6A-LR has therefore 531 

contributed to restoring the Arctic sea ice cover, which was initially too sparse. In our case, the 532 

Arctic sea ice bias was associated with a warm winter air temperature bias, which was thus also 533 

reduced. Nevertheless, several other negative impacts are also found, so that caution is needed 534 

before applying such SSO modifications. In particular, increasing the SSO drag and decreasing 535 

the lift has also led to a reduction of the AMOC, which is rather weak in this model (about 13 536 

Sv; Boucher et al. 2020). We suggest that the AMOC changes are here induced by the weaker 537 

westerlies in the Eastern Atlantic, shifting southward the North Atlantic Current, and decreasing 538 
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the salinity transport toward the subpolar gyre. The wind-induced southward shift of the North 539 

Atlantic current has also degraded the cold and fresh bias present in the central Atlantic (Boucher 540 

et al. 2020). This bias is a common feature in many models using a low-resolution ocean.    541 

The surface air temperature impact was also specifically investigated outside the Arctic. 542 

In the atmospheric simulations, the SSO modification is found to modulate the contrast of air 543 

temperature between North America and Eurasia. This reflects the influence of SSO drag on the 544 

planetary stationary wave. The SSO drag also cools Eurasia, as it weakens the air advection from 545 

the warm Atlantic toward the land. The air temperature modification is also partly caused by the 546 

lift, which directly modifies the Northern Hemisphere standing wave pattern. 547 

The results shown are likely sensitive to the model. However, the CMIP5 models all have 548 

biases of the North Atlantic storm track and European blockings. These biases were found to be 549 

quite similar to those produced in a simulation with a deactivated low-level orographic blocking 550 

effect (Pithan et al., 2016). Furthermore, the low-level winter warm biases over Arctic sea-ice is 551 

also common to many other models (Graham et al., 2019). This suggests that a deficit of low-552 

level drag is also present in other climate models, and more work might therefore be needed to 553 

understand the implications for Arctic sea-ice and the oceanic circulation biases in the other 554 

AOGCMs.  555 
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	717 

Figure 1. (a) Geopotential height at 700-hPa averaged over the winter months (DJFM) in ERA-718 
Interim (1979-2014) and (b) its zonally asymmetric component. (c) and (d) are the same as (a) 719 
and (b) for the difference Atm-5DL minus ERA-Interim.  (e) and (f) are the same as (a) and (b), 720 
for the difference Atm-6A minus ERA-Interim. In (c), (d), (e) and (f) panels, the root mean 721 
square (RMS) 20°N-90°N difference is also given on top of each panel; only grid points with 722 
statistical significance lower than 10% are colored.  723 
 724 
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	726 

Figure 2. Difference of the simulated DJFM (a) 700-hPa geopotential height and (b) its zonally 727 
asymmetric component, in Atm-6A minus Atm-5DL. (c) and (d) are the same as (a) and (b), but 728 
for Atm-6A-Drg+ minus Atm-6A-Drg-. (e) and (f) are the same as (a) and (b), but for Atm-6A-729 
Lft- minus Atm-6A-Lft+. Only grid points with statistical significance lower than 10% are 730 
colored. 731 
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	735 

 736 
Figure 3. Daily band-pass (2.5-6 days) DJFM 500-hPa geopotential height standard deviation, in 737 
m, for (a) ERA-Interim, (b) Atm-5DL, (c) Atm-6A, (d) Atm-6A minus Atm-5DL, (e) Atm-5DL 738 
minus ERA-Interim and (f) Atm-6A minus ERA-Interim. In (e) and (f), the mean root mean 739 
square (RMS) 20°N-90°N difference with ERA-Interim is given on top-right. In (d), the change 740 
of the root mean square difference with ERA-Interim (∆RMS) is indicated. In (d), the red 741 
contours provide the Atm-5DL daily band-pass DJFM 500-hPa geopotential height standard 742 
deviation, in m. In (e) and (f), the red contours provide the ERA-Interim daily band-pass DJFM 743 
500-hPa geopotential height standard deviation, in m. Only grid points with statistical 744 
significance lower than 10% are colored. 745 
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	748 

	749 

Figure 4. DJFM blocking frequency, in %, for (a) ERA-Interim 1979-2014, (b) Atm-6A and (c) 750 
Atm-6A minus Atm-5DL. The contour interval is 1% for all panels. In (b), the mean root mean 751 
square (RMS) difference ATM-6A minus ERA-Interim is given on top in three boxes (global 752 
35°N-75°N/North Atlantic 100E-40°W 35°N-75°N/North Pacific-Eurasia 60°W-120°E 35°N-753 
75°N). In (c), only grid points with statistical significance lower than 10% are colored. The 754 
change of the root mean square difference with ERA-Interim (∆RMS) for the same boxes as (b) 755 
is given on top. 756 
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	758 
Figure 5. DJFM zonal-mean circulation illustrated by (contour) the climatological fields in Atm-759 
6A and (color) difference of Atm-6A minus Atm-5DL (contour interval – CI –provided on top of 760 
each panel): (a) zonal-mean zonal wind tendency due to orographic drag, in m s-1 d-1; (b) zonal 761 
mean zonal wind, in m s-1; (c) Zonal mean zonal wind tendency due to atmospheric physics, in m 762 
s-1 d-1; (d) Residual vertical velocity, in mm s-1; (e) eddy zonal wind flux, in m2 s-2; (f) eddy 763 
temperature meridional flux, in K m s-1 (g) zonal wind tendency implied by the Eliassen-Palm 764 
flux divergence, in 102 m s-1 d-1; (h) zonal mean temperature, in K. In (g), the vectors show the 765 
climatological Eliassen-Palm flux (vector, with a typical magnitude of 150 m2 s-1 d-1), using the 766 
scaling of Edmon et al. (1980).  767 
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	769 

 770 
Figure 6. (a) DJFM 2m air temperature difference, in K, of Atm-6A-D+ minus Atm-6A-D-. 771 
Only grid points with statistical significance lower than 10% are colored. The latitude 60°N is 772 
shown with a dashed circle. (b) Same as (a) but for Atm-6A minus Atm-5DL. (c) Same as (a) but 773 
for Atm-6A-L- minus Atm-6A-L+.  (d) Mean 2m air temperature changes over the polar cap 774 
(60°N-90°N) induced by SSO modifications; black : Atm-6A minus Atm-5DL ; red : Atm-6A-775 
Drg+ minus Atm-6A-drg- ; green: Atm-6A-Lft- minus Atm-6A-Lft+ ; blue : AO-6A minus AO-776 
5DL. The error bars indicate the standard errors of the mean.  777 
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	780 

Figure 7. (a) Geopotential height at 700-hPa averaged over the winter months (DJFM) for AO-781 
6A minus ERA-Interim and (b) its zonally asymmetric component. (c) and (d) are the same as (a) 782 
and (b), but for AO-5DL minus ERA-Interim. (e) and (f) are the same as (a) and (b), but for AO-783 
6A minus AO-5DL. In (a), (b), (c) and (c), the root mean square (RMS) 20°N-90°N difference 784 
with ERA-Interim is indicated on top. In all panels, only grid points with statistical significance 785 
lower than 10% are colored. 786 
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	788 

Figure 8. (a) DJFM difference of zonal mean zonal wind (in m s-1) of AO-6A minus AO-5DL. 789 
(b) Same as (a), but for the zonal mean temperature (in K). (c) DJFM 2m air temperature 790 
difference, in K, of AO-6A minus AO-5DL. In all panels, only grid points with statistical 791 
significance lower than 10% are colored. 792 
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	794 

Figure 9. Arctic Sea Ice concentration, in %, in (a) March and (b) September. The black contour 795 
provides the observed sea ice concentration of 50% from 1979-2014. The blue contour illustrates 796 
the same contour for AO-6A (dashed line) and AO-5DL (full line). Arctic sea ice thickness, in 797 
m, in (c) March and (d) September. The grey contours give the mean value in AO-5DL. In all 798 
panels, the colour illustrates AO-6A minus AO-5DL. 799 
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	802 
Figure 10. Annual mean wind stress difference between (a) AO-6A and ERA-Interim; (b) AO-803 
5DL and ERA-Interim. The color indicates the magnitude of the difference, in 10-2 Pa-1, while 804 
the vectors indicate the difference in Pa. (c) Annual mean SST (contour interval = 0.2 K) 805 
difference of AO-6A minus AO-5DL. (d) Same as (c), but for the SSH (contour interval = 2 cm). 806 
The mean SSH (in dm) in AO-6A is indicated in black contour. (e) Same as (c), but for the SSS 807 
(contour interval = 0.1 psu). (f) Yearly Atlantic meridional overturning streamfunction (in Sv) 808 
changes for AO-6A minus AO-5DL. The mean Atlantic meridional overturning streamfunction 809 
(in Sv) in AO-6A is indicated in grey contour. In (c), (d) and (e), only grid points with statistical 810 
significance lower than 10% are colored. 	  811 
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	814 

Figure 11. Total (black line), atmospheric (red line) and oceanic (blue line) annual mean 815 
meridional energy transport difference, in 1015 W, for AO-6A minus AO-5DL.  816 
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