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Mountain waves produced by a stratified shear flow with a boundary layer.

Part III: Trapped lee waves and horizontal momentum transport.
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Laboratoire de Météorologie Dynamique, PSL Research Institute, Ecole Normale Supérieure, 24 rue Lhomond, 75231 Paris France

ABSTRACT: The boundary layer theory for non-hydrostatic mountain waves presented in Part II is extended to include upward propa-
gating gravity waves and trapped lee waves. To do so, the background wind with constant shear used in Part II is smoothly curved and
becomes constant above a "boundary-layer" height d which is much larger than the inner layer scale δ. As in Part II, the pressure drag
stays well predicted by a gravity wave drag when the surface Richardson number J > 1 and by a form drag due to non separated sheltering
when J < 1. As in Part II also, the sign of the Reynolds stress is predominantly positive in the near neutral case (J < 1) and negative in the
stable case (J > 1) but situations characterized by positive and negative Reynolds stress now combine when J ∼ 1. In the latter case, and
even when dissipation produces positive stress in the lower part of the inner layer, a property we associated with non separated sheltering
in Part II, negative stresses are quite systematically found aloft. These negative stresses are due to upward propagating waves and trapped
lee waves, the first being associated with negative vertical flux of pseudo-momentum aloft the inner layer, the second to negative horizontal
flux of pseudo-momentum downstream the obstacle. These results suggest that the significance of mountain waves for the large-scale flow
is more substantial than expected and when compared to the form drag due to non separated sheltering.

Introduction

Low-level orographic drag which results from the in-

teraction between mountain waves and the atmospheric

boundary layer has a significant impact on the general cir-

culation of the atmosphere (Pithan et al. (2016), Elvidge

et al. (2019)). However, this interaction is still not well un-

derstood and, in this regard, the exemple of climate mod-

els is instructive (see (Lott et al. 2020a,b); Part I and II

henceforth). In them the impact of mountains on (i) the

boundary layer and (ii) the mountain gravity waves dy-

namics is actually handled by two distinct parameteriza-

tions: one for neutral flows (or small mountains), and one

for stably stratified flow (or big mountains) (Beljaars et al.

2004; Lott and Miller 1997, Part I and II). In this three part

study, we are trying to unify the theory of flow-topography

interaction in the different regimes in a simple case where

the slopes are small and eddy diffusivity represented by

constant viscosity coefficients. With this framework, we

can do a thorough investigation of the interaction and of

the transition from neutral to stratified conditions and we

view this approach as mandatory before considering larger

slopes and more sophisticated turbulent closure.

In parts I and II, we focused on the case where the back-

ground wind vanishes at the surface, and where the back-

ground wind shear u0z and stratification N2 are constant.

In this context, dissipation controls the dynamics over an

inner layer which thickness is about 5 times the "inner"

layer scale

δ =

(

νL

u0z

) 1
3

, (1)
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with L the characteristic length of the obstacle, and ν the

constant viscosity coefficient.

In Part I, we analyzed the wave-boundary layer inter-

action in the hydrostatic case and showed that for small

mountains the wave stress is extracted from the inner layer

instead of the ground surface as in the inviscid case: the

large-scale flow is accelerated near the surface within the

inner layer to balance the gravity wave drag. We also

showed that the surface pressure drag and the Reynolds

stress amplitude are well predicted using linear inviscid

gravity wave theory as long as we take for the incident

wind its value around the inner layer scale.

In Part II we examined the non-hydrostatic case, and

more precisely, we studied the transition from stratified

conditions to neutral conditions (small Richardson num-

ber). In the neutral case, we found that surface drag is

well predicted by a form drag due to non separated shel-

tering. Henceforth, we refer to this situation as the “form

drag regime” (see Part I and II). In this case, the Reynolds

stress profile is also maximum near the top of the inner

layer indicating that the mean flow is decelerated in the

lower part of the inner layer and accelerated in the upper

part. For more stable flows (larger Richardson number),

we recover the results from Part I for which internal waves

control the dynamics: the surface pressure drag is well

predicted by a wave drag, and the Reynolds stress accel-

erates the large-scale flow at the bottom of the inner layer.

A major difference between the hydrostatic case and the

non-hydrostatic case though, is that all the upward grav-

ity waves are reflected back toward the surface in the non-

hydrostatic case whereas gravity waves travel only upward

in the hydrostatic case. So in the hydrostatic case, grav-
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ity waves decelerate the far field flow (generally referred

to as the gravity wave drag regime), whereas in the non-

hydrostatic case, gravity waves decelerate the upper part

of the inner layer.

We showed in Part II that the transition from form drag

to wave drag regimes occurs for values of the Richardson

number J ∼ 1. Indeed, the turning height of the dominant

wavenumber k = 1/L is around
√

JL, such that wave dy-

namics can develop aloft and over the mountain when J

is large, whereas it is somehow inhibited when J is small.

Hence, we observed that when J ≈ 1, the waves are re-

flected at altitudes about the length of the hill, and so, they

are still close to the mountain when they return to the sur-

face. It results destructive and constructive interactions

between the wave induced pressure fields and the orogra-

phy which produces low and high drag states, respectively.

However, a limitation of Part I and II is that we excluded

trapped lee waves from our analysis. Indeed, trapped lee

waves cannot develop in constant shear flow, in part be-

cause pure trapped modes are related to neutral modes

of Kelvin-Helmholtz (KH) instability (Lott 2016; Soufflet

et al. 2019), and so to emerge, such modes require that

the Richardson number J varies in the vertical accord-

ing to the Miles-Howard theorem (Miles 1961; Howard

1961). Trapped lee waves are important because they

can transport momentum in the horizontal direction only

(Bretherton 1969), and this horizontal transport can be as

significant as the one due to upward propagating moun-

tain waves (Teixeira et al. 2013). To reconcile such an

horizontal transport of momentum and the non-interaction

Eliasen-Palm theorem (Eliassen and Palm 1961) one sim-

ply have to translate this momentum transfer into pseudo-

momentum fluxes (Lott 1998; Georgelin and Lott 2001)

(see also Broad (2002); Héreil and Stein (1999)).

Again, and now for trapped lee waves, the example of

the coarse resolution models (e.g resolutions ranging from

around 50km to 200km, (Sandu et al. 2019)), is instructive.

Tsiringakis et al. (2017) showed that trapped lee waves can

impact synoptic systems and near surface meteorology as

much as the blocked-flow drag (Lott and Miller 1997) or

the turbulent orographic form drag (Beljaars et al. 2004).

From observations, Steeneveld et al. (2009) also estimated

that trapped waves induced substantial drag in the bound-

ary layer.

The purpose of the present paper (Part III) is to study

the impact of trapped lee waves when they coexist with

upward propagating waves. In order to permit these two

type of waves we introduce a curvature in the background

wind. Because boundary layer winds are generally small

near the surface and present significant curvature near the

top of the boundary layer, we will use this curvature to de-

fine a boundary layer height d (which should not be con-

fused with δ, the inner layer scale over which waves are

affected by dissipation). We will only consider bound-

ary layers that are thicker than the inner layer (d > δ).
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Fig. 1. Schematic presenting (a) the flow profiles, (b) mountain pa-

rameters used in the dimensional simulations done with the MITgcm

and when d = 1 km. In (b) and (c) are also shown a bulk representation

of the turning layers (TL), which we qualitatively defined as the layers

in which the dominant harmonics forced by the mountain in (3) can po-

tentially encounter a turning height and be reflected toward the ground

(see Eq. 4).

In this configuration, we will analyze how the boundary

layer depth influences the transition between the form drag

regime and the wave drag regime, and also how the pres-

ence of the boundary layer impacts the Reynolds stress

vertical profiles. We will also point out the role of trapped

lee waves in this transition, and quantify their contribution

to the wave drag.

The framework of this paper is close to the one used

in L16. However, it is important to underline two major

differences. First, in L16, the dynamics is inviscid and

does not take into account the viscous dissipation in the

boundary layer. Second, the influence of the boundary

layer height (d) and the stability of the flow (J) will be

here investigated independently which was not the case in

L16 where the static stability was kept constant and the

Richardson number was changed by varying the value of

d.

The remainder of this paper is organized as follows. In

section 1, we adapt the theoretical model from Part II to

include an incident wind profile with a variable shear. In

section 2 we study the impact of variable shear on the wave

field and drags induced by the mountain. In section 3 we

explain the onset of lee waves in the model. In section

4, we explain how lee waves contribute to the interaction

between the mountain and the large-scale flow. Last we

analyze pseudo-momentum budgets in section 5.

1. Theoretical framework

a. Background profiles

The setup used here is close to the one used in Part I and

II, so we only recall here the salient features and empha-

size the differences. For instance, the background wind

and density profiles are now given by,

u0(z) = u0zd tanh(z/d), ρ0(z) = ρr + ρ0z z, (2)
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where the surface wind shear u0z and stratification ρ0z are

both constant. u0(z) is displayed in Fig. 1a) where the val-

ues d = 1 km and u0z = 10−3s−1 correspond to those cho-

sen in the dimensional simulations (see Section 1c). We

choose this particular profile to represent the mean wind

in the boundary layer because it is solution of the viscous

equations near the surface but becomes constant above d,

allowing a fraction of the mountain waves to propagate

upward without being reflected. In the remainder of this

analysis, we will refer to d as the boundary layer height.

As we shall see, this wind profile supports the existence

of pure trapped lee waves, at least when J < 0.25 and in

the inviscid limit, a dynamic that was completely absent

in Part I and II. Topography is still represented by a 2D

Gaussian ridge of characteristic length L

h(x) = He−x
2/(2L2) , (3)

and is shown in Fig. 1b) for the characteristic height H =

150 m and length L = 1 km used in the dimensional simu-

lations. To interpret our results and clarify the differences

in dynamics we also show in Fig. 1b) a bulk representation

of the turning layers calculated as the altitudes where

0.04

L2
< −g

ρ0z

ρru2
0

−
u0zz

u0
︸           ︷︷           ︸

Sc (z )

<
5

L2
. (4)

In (4), Sc (z) is the Scorer (1949) parameter (see also

Eq. 12), and the bounds 0.04/L2 and 5/L2 have been cho-

sen because in the spectral band 0.2/L < k <
√

5/L the

mountain slope ( kHL√
2π

e−k
2L2/2) is above 20% of its maxi-

mum value at k = 1/L. In other words, we can expect the

wave forcing to be substantial in this band. As we have

seen in Part II, if the situation is near neutral, as is the case

in Fig. 1b for J = 0.1, the reflection region is near the sur-

face, and if the flow is stratified, as is the case when J = 4

in Fig. 1b, then the turning layer is well above the surface

and the waves return to the surface far downstream. In

the presence of non constant wind shear (Fig. 1c) we can

use the same definition, except that at the altitude where

the wind becomes almost constant, typically above z = 2d,

very few additional turning levels occur above, so we can

take z = 2d as an upper bound of the turning layer. Hence,

the situations for small J (Fig. 1c) is comparable to the

constant wind case, with near neutral dynamics near the

surface, the main difference being that the curvature of the

wind also favor the emergence of trapped waves. For large

J’s the turning layer is narrow: the dynamics is stratified

near the surface and many modes can propagate vertically

in the far field without being reflected downward.

b. Linear model

We now recall the main equations of the linear model.

As in Part II, we use the non-dimensional scalings

(x,z) = L(x,z) ; (u′,w′) = u0zL(u,w) ;

p′ = ρru2
0zL2p ; b′ = g

ρ′

ρr
= u2

0zLb, (5)

where the prime denotes eddy flow with respect to the

background profile, and the overbars are used for non di-

mensional variables, x and z are the horizontal and verti-

cal dimensions and u, w, p, ρ ,and b are the horizontal and

vertical velocities, the pressure, the density and the buoy-

ancy respectively. With this scaling, the 2D Boussinesq

linear equations, under the Prandlt approximation, are

u0∂xu+u0zw = −∂xp+ ν∂2
z
u, (6a)

u0∂xw = −∂zp+ b+ ν∂2
z
w, (6b)

u0∂xb+ Jw = P−1ν∂2
z

b, (6c)

∂xu+ ∂zw = 0, (6d)

in which

u0(z) = D tanh(z/D). (7)

In that context no slip boundary conditions are

h(x)+u(x,h) = 0, w(x,h) = 0, and Jh(x)+ b(x,h) = 0

at h = S e−x
2/2. (8)

In Eqs. (6)-(8),

J =− gρ0z

ρru2
0z

, P =
ν

κ
, S =

H

L
, D =

d

L
and ν =

ν

uoz L2
(9)

are a Richardson number, a Prandtl number, a slope pa-

rameter, a non dimensional boundary layer depth, and

an inverse Reynolds number respectively. With this new

background flow profile the action budget is of form

∂

∂x

*......
,

u0
*.
,

ζb

J
−

u0zzb
2

2J2

+/
-

︸            ︷︷            ︸
A

+
b

2

2J
+

u2−w2

2

+//////
-

︸                                         ︷︷                                         ︸
F x

+
∂

∂z
(uw)
︸︷︷︸

F z

=

ν

J

(

b∂2
z ζ +P−1∂2

z b

(

ζ − b
u0zz

J

))

︸                                    ︷︷                                    ︸
Q

(10)

with ζ = ∂zu − ∂xw the vorticity, A the pseudo-

momentum, Fx , Fz , the horizontal and vertical fluxes of



4

pseudo momentum, and Q the pseudo-momentum produc-

tion/destruction by dissipative processes.

As in Part I (Eqs. 10 and 11), we search inflow solutions

that are linear, and express them in Fourier space in the

horizontal direction. For instance Eq. (6a) here transforms

into

iku0u+u0zw = −ikp+ ν∂2
z
u, (11)

where the bold notation is used for variables in the Fourier

space.

For high Reynolds number ν ≪ 1, the dynamics is in-

viscid at leading order, each harmonics w satisfies a Taylor

Goldstein equation of the form,

wzz+

(

Sc (z)− k
2
)

w= 0,where Sc (z) =
J

u2
0

+
2

D2
*
,
1−

u2
0

D2
+
-
,

(12)

is the non-dimensional expression of the Scorer parameter

in (4): (Sc = L2Sc). We find the solution of Eq. (12) using

appropriate change of variables (see appendix A1 and Lott

et al. (1992)) and we get

wI = 2−mr
1
4+i

µ

2 (1− r )−
m

2 W2(1) ≈
z→∞

e−mz/D , (13)

where r = tanh2(z/D). In (13),

µ =

√

|J −
1

4
|, and m =

√

|J −D2k2 |, (14)

where m is the vertical wave number. Note that µ and

m are changed in iµ and/or −im, when J < 1/4 and/or

k2 D2 − J < 0, respectively. Note also that the hydrostatic

approximation is simply derived by omitting the horizon-

tal wavenumber k in Eqs. (12) and (14).

In Eq. (13), W2(1) can be expressed in terms of hyper-

geometric functions, and the solutions for k < 0 are con-

structed by using the complex conjugate of the solutions

obtained with k > 0. Near the surface the inviscid solution

has an asymptotic behavior of the form,

wI (k,z) ≈
z→0

wM (k ,z) = a1(k)z1/2−iµ
+ a2(k )z1/2+iµ ,

(15)

where wM is a matching function and a1(k), a2(k) are

coefficients given in appendix A1 (they are independent of

k in the hydrostatic approximation).

Because the background wind profile near the surface

is close to the one used in Part II, we derive the viscous

solution in the boundary layer in a similar way as in Part II:

we define a non-dimensional inner layer depth

δ =

(

ν

k

)1/3

(16)

which represents the scale over which waves are affected

by dissipation. In this region, a viscous solution wV is

derived numerically that satisfy the lower boundary con-

dition Eqs. (8) and that matches wM when z/δ→∞:

wv (k ,z/δ) ≈
z/δ→∞

f12(k )wM (k,z/δ). (17)

In (17) f12(k ) are proportionality coefficients imposed by

the lower boundary condition and that control the distur-

bance amplitude in the outer region. From these three so-

lutions (wI , wM , wV ) we construct a uniform approxima-

tion for w,

w(k,z) = f12(k )[wI (k ,z)−wM (k ,z)(k ,z)]+wV (k ,z),

(18)

with similar expressions for the horizontal wind, buoyancy

and pressure.

c. Non linear model

As in Part I and II, we will compare the theoretical

model against nonlinear simulations using the MITgcm

model (Marshall et al. 1997). The configuration of the

model is almost the same as in Part I and II, the values for

the surface wind shear (u0z = 1.10−3s−1), boundary layer

depth (d = 1 km), mountain length (L = 1 km) and height

(H = 150 m) are those presented in Fig. 1, which yield

S = 0.15 (see Fig. 1). We impose a constant vertical tem-

perature gradient, the temperature is then related to the

density via a linear equation of state and we adjust the ver-

tical stratification N2 to match the non dimensional values

of J: from N2 = 10−8 s−2 (J = 0.01) to N2 = 1.6×10−5 s−2

(J = 16). The horizontal size of the domain is extended to

100 km and the total height of the domain is set to 50 km.

This is a bigger domain than in Parts I and II to allow lee

waves to propagate downstream and avoid numerical in-

stability. We initialize the model with the background flow

and run it forward in time for 24h (until we reach a steady

state) with a time step of 0.2 s. We use a sponge layer

active above 15 km and at the lateral boundaries to relax

the dynamic variables to the prescribed upstream profiles

(Eq. 2). We use a stretched grid to have maximum res-

olution near the topography. The finest grid point has di-

mension of 205 m (horizontal) and 11 m (vertical) near the

topography whereas the resolution coarsen to 715 m (hor-

izontal) and 830 m (vertical) at the edge of the domain.

2. Upper level and trapped waves

We plot in Fig. 2 the vertical velocity field for different

values of the boundary layer depth D and of the surface

Richardson number J. In each simulation S = 0.15, Pr = 2

and the height of the inner layer for the dominant harmonic

k = 1 is δ = 0.1. We also plot the hydrostatic results for
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Fig. 2. Vertical velocity field for all simulations, S = 0.15. Each

row corresponds to a value of J . The 3 columns on the left stand for

different values of D and the column on the right is for the hydrostatic

case with D = 1. In all panels, the contour interval CI = 0.004 and the

negative values are dashed.

D = 1 to emphasize the significance of the reflected waves

and of the trapped lee waves.

The top four panels in Fig. 2 show the vertical veloc-

ities in the stratified case (J = 4). We choose to present

the J = 4 case first because it corresponds to the first fig-

ures shown in Part I and II, e.g. the hydrostatic case with

constant shear in Part I (Fig. 1) and the non-hydrostatic

case with constant shear in Part II (Fig.1). For the smallest

value D = 0.5, Fig. 2a shows a train of upward propagat-

ing waves with a small downstream signal at low level. At

upper levels the wave field extends downstream in com-

parison with the hydrostatic case (Fig. 2d) indicating that

non-hydrostatic effects make a difference at high altitudes.

To understand why the low level signal is small in this

case, we recall that the square of the vertical wavenumber

is given by (see Eq. (14)),

m2
= J −D2k

2
. (19)

So the only modes that encounter a turning altitude are

those for which k >
√

J/D. In Fig. 2a as the Gaussian

mountain forces harmonics with dominant wavenumber

around k ≈ 1, one sees that the evanescent modes are for

k >
√

J/D = 4, most harmonics are free to propagate in

the far fields . As D increases nevertheless the amount of

reflected waves increases (Fig. 2b and 2c) and the wave

signal near the surface becomes more pronounced down-

stream. An interesting aspect is that when these waves

return to the surface on the lee side, their phase lines tilt

significantly in the direction of the shear. This is consis-

tent with the fact that for large J, the mountain waves are

absorbed at the surface in the stable cases (Lott (2007)):

the signal is dominated by downward propagating waves

being absorbed.

The second and third rows in Fig. 2 are for the two

values of the surface Richardson number that character-

ize the transition between the stratified and neutral case

in Part II (i.e. when D = ∞). At J = 1.7 we found in

Part II that there is a resonant interaction between reflected

waves and the surface that yields a very strong wave sig-

nal aloft and immediately downstream, whereas at J = 0.7,

we found that the interaction is destructive and the dis-

turbance field is evanescent. The fact that some gravity

waves can now propagate upward to z = ∞ when D is

finite profoundly changes the response. The cases with

J = 1.7 (second row in Fig. 2) differ little from the cases

with J = 4 (first row) except that the overall direction of

propagation is more horizontal, consistent with the fact

that far aloft, more modes are impacted by non-hydrostatic

effects. When J = 0.7 (third row in Fig. 2), we still visu-

alize a system of gravity waves, which was not the case

in Part II (Fig. 3c). Most gravity waves are propagating

up when D = 0.5 (Fig. 2i) but there is now a system of

downstream and horizontally propagating waves near the

surface. For these waves, the phase line are more verti-

cal, which indicate that fewer waves are absorbed at the

surface compared to the previous cases. The signature is

very much like that of a trapped lee wave. When D in-

creases (Figs. 2j and 2k) these near surface waves become

more and more prominent, which is again consistent with

the fact that less modes can propagate far aloft according

to (19). Interestingly, when D increases, the horizontal

wavelength near the surface increases as well. Finally, for

J = 0.1 (Figs. 2m-p), there are few upward waves: the near

surface signal dominates but remains overall small.

3. Lee waves

As shown in Figure 2, a significant difference between

Part I-II and this study is the presence of trapped lee waves

for small values of the Richardson number J. In this sec-

tion we analyze the impact of the boundary layer height D

and stability J on the onset of these trapped lee waves and

compare the results with the non linear model.

We plot in Fig. 3 the horizontal profiles of vertical ve-

locity at z = D for S = 0.15 in the theory (black) and in

the MITgcm (grey). Each panel corresponds to a different

value of D, and J is decreasing from top to bottom. In

Fig. 3, we see that weakly stratified flows (J < 1) favor

the onset of trapped lee waves regardless of the value of

D, due to weaker wave absorption at the ground. This re-

sult with the linear model (also well corroborated by non-

linear simulation) extends the quasi-inviscid theoretical

framework of L16 who showed that near-surface critical

level absorption is an active dissipation process. Hence,

in the present study, the same mechanism is still at play

even when viscous dissipation acts in the inner layer near
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Fig. 3. Horizontal profiles of non-dimensional vertical w velocity at

z = D for S = 0.15. Each panel corresponds to a value of D and each

line to a value of J , the profiles from the MITgcm model are represented

in grey. The curves are shifted vertically for clarity, and the amplitude

scale for all curves are given by the arrow.

the ground. Note also that, due to dissipation, the down-

stream extent of lee waves is reduced compared to the

quasi-inviscid results in L16 (even for J < 0.25).

We also observe that the trapped lee wave signal is small

when J is small (for instance when J = 0.01 and J = 0.1).

This is actually in agreement with L16 who showed that

trapped lee waves are also near neutral modes of KH in-

stability. Hence for the vertical profile of horizontal wind

given in (7), these modes satisfy the dispersion relation:

k
2

T =
1−
√

1−4J

2D2
when J < 1/4. (20)

It follows that for near-neutral flow (J≪ 1), and for D & 1,

the trapped lee waves have predominant wavelength kT ≪
1. Such wavelength corresponds to quite long disturbances

which are not efficiently excited in our case. To illustrate

this point, we can consider that for mountain waves the

vertical velocity forcing scales as kSh(k)e−k
2
/2 in Fourier

space (the Fourier transform of the slope). If we take the

case J = 0.2 and D = 1, then the resonant mode prediction

(20) gives kT ≈ 0.5 and the vertical velocity forcing of

this wavenumber scales as kT Se−k
2

T /2 ≈ 0.5S, whereas for

J = 0.1, kT ≈ 0.1, the forcing kT Se−k
2

T /2 ≈ 0.1S, it is about

5 times smaller then at J = 0.2.

To support this interpretation, we plot in Fig. 4 the lee

waves wavelength for different value of J and D as cal-

culated with the dispersion relation (20), the theoretical

model and the MITgcm. One sees a good agreement be-

tween the different values (compare each line style of the

same color). We also see that the increase in boundary

layer height systematically increases the lee waves wave-

length whereas the increase in stability tends to reduce it,

which is consistent with (20). The theoretical model (solid

line) slightly overestimates the wavelength for small val-

ues of D. This difference might be because as the value of

D decreases (and approaches 5δ), the boundary and inner

layers overlap, questionning the validity of our asymptotic

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

J
0

5

10

15

20

25

30

35

N
o
n

 d
im

e
n

s
io

n
a
l 
w

a
v
e
le

n
g

th

D=2

D=1

D=0.5

J=0.25
Linear model

MITgcm

Theory

Fig. 4. Lee waves wavelength function of stability calculated from

Eq. (20) (dashed), linear model (solid) and MITgcm model (dash-

dotted). Each grey scale stand for a different value of D.

matchings. This also explains why we limit our study to

D ≥ 0.5. The above results corroborate the observational

study of Ralph et al. (1997) where the increase of bound-

ary layer height during daytime induces an increase of lee

waves wavelength.

If we now return to Fig. 3, another interesting point is

that low level oscillations can be found when D and J are

large (see for instance Figs. 3c for J = 6 and J = 9). This

is because when J and D are large some modes with k ≈ 1

can be reflected back to the surface (see Eq. 19). However,

since this reflection occurs at high altitude (D is large),

they return to the surface further downstream (we already

noticed that in Figs. 2b and 2c). In this case the lee waves

signal near the surface results from waves reflected down-

ward in the lee side (referred as trapped waves or reflected

waves in the remainder of this analysis) and do not corre-

spond to trapped lee waves in the sense that they are not

related to free modes of oscillation that exist in the inviscid

case.

4. Pressure drag and Reynolds stress

To evaluate the effects of the wave field on the mean

flow, we plot in Figs 5a and 5b the surface pressure drag

Dr along with the minimum and maximum of the moun-

tain wave stress F
z
:

Dr = −
∫ +∞

−∞
p(x,h)

∂h

∂x
dx, uw = Fz =

∫ +∞

−∞
uw dx.

(21)

These diagnostics are scaled using the drag predictor de-

rived in Part II,

DrP =Max(1,
√

J)δ(1)S2/2. (22)
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Fig. 5. (a) Surface pressure drag, and (b) minimum and maximum

of Reynolds stress, for different boundary layer depth, D = 0.5, 1, 2, 4,

and for S = 0.15. All values are are normalized by DrP
(Eq. (22)).

We recall that the idea behind this formulation is to scale

mountain drag as a form drag in weakly stratified cases

(J < 1) where enhanced diffusion reduces pressure when

the air parcels pass over the obstacle, and as a wave drag,

when the flow is more stratified (J > 1), due to vertical

propagation of gravity waves.

In Fig. 5a, we see that the drag predictor gives a rather

good estimate of the surface pressure drag in a large range

of flow stability J and boundary layer depth D. The best

performance of the predictor is for D = 1, (black dashed

line). For smaller value (for instance D = 0.5) the form

drag predictor overestimates the drag when J < 0.1. This

is consistent with the fact that for small D, only few har-

monics are confined near the surface. So for small D, these

"long" harmonics contribute less to the near surface dy-

namics responsible of the form drag than for larger D.

When D > 1, we recover the behavior found in Part II

where the transition zone around J = 1 presents strong

variations in pressure drag. For instance, for D = 4 in

Fig. 5a we recover the behavior found in Fig. 2 of Part II

(D = ∞), with a pronounced low drag amplitude near

J = 0.7 and a large drag amplitude near J = 1.7.

Interestingly, the transition from neutral to stratified

flow when D is large occurs more smoothly when D ≈ 1

(less amplitude between the lowest and highest value of

the drag during the transition). To understand this be-

havior, we recall again that the variations in drag around

J = 1 and in the constant shear case are caused by the fact

that (i) all the reflected waves return to the surface, (ii)

all harmonics encountering turning levels affect the sur-

face pressure near the mountain downstream. For large

J the waves are also reflected but the turning levels are

sufficiently high that the wave "packet" return to the sur-

face too far downstream to impact the drag (Fig.1b). In

the variable shear case, a good fraction of the harmonics

excited by the mountain can propagate vertically without

being reflected. For instance, the dominant wave num-

ber k = 1 only encounter turning levels when J/D2 < 1. It

means that when D = 1 the harmonics with k < 1 no longer

reaches turning level and that the turning levels of the har-

monics with k > 1 are located at higher altitude than in the

constant shear case (see Fig. 1c)). For these two reasons,

the interaction between the reflected waves and the moun-

tain are less significant compare to the case D =∞ in Part

II.

Fig. 6. Streamfunction (a,d), total wind vector and contours of u w

(negative values are dashed) (b,e) and profiles of horizontally averaged

Reynolds stress u w, S = 0.175, D = 4. Top panels correspond to J = 9,

bottom panels to J = 0.1.

Figure 5b shows the minimum and maximum of hori-

zontally averaged Reynolds stress uw (normalized by the

predictor). These normalized extrema indicate how the

wave field interacts with the mean flow. When the vertical

profile of Reynolds stress presents a minimum at a given

height, the mean flow is accelerated below that height,

and decelerated above (the so-called gravity wave drag)

and this situation corresponds to a wave drag regime. On

the contrary, when the vertical profile of Reynolds stress

is maximum at a given height, the mean flow is decel-

erated below that height, this situation corresponds to a

form drag regime. Before discussing these regimes in de-

tail, it is worth recalling that these changes in sign of the

Reynolds stress have a profound dynamical origin. To il-

lustrate it qualitatively, we show in Fig. 6 two cases with

D = 4 and S = 0.175 (strong slope). In the first case, the

flow is strongly stratified (J = 9) and is characterized by

upstream blocking and downslope winds (Figs. 6a and 6b



8

respectively). In the downslope wind region where w < 0

the disturbance in horizontal wind u > 0, yielding the cor-

relation uw < 0 (see contours in Fig. 6b). When we av-

erage u horizontally, we get a negative Reynolds stress

(Fig. 6c). In the second case shown in Fig. 6, the flow is

near neutral (J = 0.1) the dynamics is characterized by up-

slope winds upstream and non separated sheltering down-

stream as illustrated by the stream function and the wind

fields in Figs. 6d,e. In the sheltered zone the horizontal

wind is weaker, so the disturbance wind is mostly u < 0.

Because this zone is located on the lee of the mountain, we

also have a negative vertical velocity w < 0, so the product

Fz = uw > 0 in a large sector behind the hill top, as shown

in Fig. 6b. Averaged horizontally, this yields a positive

Reynolds stress (see Fig. 6c).

If we now return to the extrema in Fz in Fig. 5b, one

sees that positive and negative extrema can occur simulta-

neously in the near neutral cases (J < 1), at least when

D ≤ 1. This strongly contrasts with what we found in

Part II (or for D = 4 here) where form drag and wave drag

do not occur simultaneously. For values of D < 4, one

sees that form drag and wave drag are no longer exclusive

of each other, clearly here the presence of trapped waves

and the fact that more waves can propagate aloft when D

is small extent the domain over which the gravity waves

dynamics contribute to the interaction between the orog-

raphy and the large scale flow. In Fig. 5b we also see that

positive extrema only occur for J < 0.4 when D = 0.5,

which means that in the presence of a thinner boundary

layer the transition from neutral to stratified flow occurs

for smaller values of the surface Richardson number J.

To assess the validity of this result, we now compare the

linear model with the fully non-linear model (MITgcm).

For conciseness, we summarize this comparison in Fig. 7

using again the diagnostics of the extrema of the Reynolds

stress (Fig. 7a), and also the index constructed in Part II

(see Eq. 28 there): we recall that this index discriminates

between the regime of downslope sheltering vs the regime

of upstream blocking. Since the results for D = 4 corre-

spond to D =∞ in Part II, we only present the aforemen-

tioned diagnostics for D = 0.5,1,2. For all these indica-

tors, we see that the non-linear model is in good agree-

ment with the linear theory. Last we also observe that the

sheltering versus blocking index does not seem to depend

on the value of D.

5. Pseudomomentum budget

We have shown that in the presence of an inner layer

and a boundary layer, form drag and wave drag coexist.

This coexistence directly impacts the structure of the ver-

tical profile of the Reynolds stress. We have also seen that

the presence of a finite boundary layer depth enriches the

inviscid dynamics, with trapped waves developing down-

stream the topography. We now provide more insight on
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Fig. 7. Diagnostics from the MITgcm runs for S = 0.15 and for

different values of the boundary layer depths D. In all panels, the cor-

responding results from the theory are in thin solid. a) Normalized ex-

trema in momentum flux . b) Downslope sheltering versus upstream

blocking index defined as the ratio between the max downslope wind

amplitude and the max upslope wind amplitude (Eq. 28 from Part II):

Max
︸︷︷︸

z<
2h
3
,0<x<2

√

(z +u )2 +w2

/

Max
︸︷︷︸

z<
2h
3
,−2<x<0

√

(z +u)2 +w2 .

Fig. 8. Contours of vertical action component (F z ), negative values

are dashed, along with total action vector for S = 0.15. For illustration

in a) are the limits of a characteristic box used to calculate the emitted

PM fluxes.
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the way these waves redistribute momentum not only in

the vertical but also in the horizontal direction. To visual-

ize this redistribution of momentum, we plot in Figure 8

contours of the vertical action flux component (Fz defined

in Eq (10)) along with the total action flux vector for differ-

ent value of the Richardson number J and boundary layer

depth D.

In all panels in Fig. 8 one sees near the ground a down-

ward flux on the upstream side of the ridge (dashed lines)

and an upward flux on the downstream side (solid lines).

This dipole structure in the lower part of the inner layer is

characteristic of the dynamics at work in our three part

paper and that we could refer to as linear dissipative,

or weakly nonlinear dissipative. The key point is that

when the mountain is in the inner layer, waves pseudo-

momentum is extracted from the inner layer rather from

the surface as it occurs in the inviscid case. Near the top of

the inner layer (i.e. around z = 5δ) and above, one sees in

Fig. 8a that for small D and J = 1.7 the pseudo-momentum

flux vector points downward, as in the hydrostatic case

in Part I, such that trapped waves (present for instance in

Figs. 2e and to less extent in Fig 3a) contribute little to the

action flux. For larger D in Fig. 8b the reflected waves

downstream produce an upward pseudo-momentum flux,

also slightly oriented upwind on the lee side, as if trapped

waves where transferring momentum laterally rather than

vertically. This larger contribution of trapped waves to the

pseudo-momentum budget is consistent with the fact that

for J = 1.7 and D = 2 in Fig. 2g the low level wave signal is

quite substantial. For smaller J (Figs. 8c and 8d), trapped

lee waves seem to contribute further in the far field, at least

when J = 0.7, consistent with the fact that for small J, the

mountain waves are less absorbed at the surface.

To provide a more quantitative estimate of the lateral

fluxes due to the reflected and/or the trapped lee waves we

next evaluate pseudo-momentum fluxes through horizon-

tal and vertical boundaries that encapsulate well the entire

ridge. More specifically, we calculate the pseudo momen-

tum fluxes outgoing from the top hat defined by the three

segments,

(−X ,0)× (−X ,Z ), (−X ,Z )× (+X ,Z ), (+X ,Z )× (+X ,0)

(23)

where the capitals letter are used to distinguish the bound

of the integration domains from the coordinates (see an il-

lustration of this box in Fig. 8a for X = 3, and Z = 0.3).

We always take Z > h and X > 3, the latter condition guar-

anties that h(±X ) ≈ 0. The integral of the pseudo momen-

tum fluxes across the boundaries writes

Px (X ,Z ) =

∫ Z

0

Fx (X ,z)dz and

Pz (X ,Z ) =

∫ X

−X
Fz (x,Z )dx. (24)
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Fig. 9. Vertical profile of Pz (dashed), Px (dot), their sum Pout =

Pz + Px (solid), and for different horizontal box size: X = 3 (thick

black); X = 5 (thin black); and X = 25 (thick grey).

Pout(X ,Z ) = Px (X ,Z )−Px (−X ,Z )+Pz (X ,Z ). (25)

As the in-going flux is always small, we will only dis-

cuss the fluxes along the upper and downstream sides of

the box. The solid lines in Fig. 9 are the vertical profiles of

the total outgoing momentum fluxes, Px (X ,Z )+Pz (X ,Z )

for 3 different downstream locations: one near the moun-

tain X = 3 one further downstream X = 5, and one very far

downstream X = 25. We selected the first two positions to

illustrate the large erosion of the emitted pseudo momen-

tum fluxes (Pout) that occur just downstream the hill (i.e.

between X = 3 and X = 5). And we selected X = 25 to

measure the total erosion occurring in the boundary layer

(for X = 25 we found that the lateral pseudo-momentum

flux is almost always null, see the thick grey dotted lines

in Fig. 9). The first thing to notice is that for all values of

D and J, the total flux of pseudo momentum Pout(X ,Z ) =

const . on the vertical when Z > 5δ, i.e. when the upper

bound Z is in the inviscid region. This can be viewed as

a generalization of the Eliassen-Palm theorem in the pres-

ence of trapped lee waves. Also, and when D is small (D =

0.5 in Figs.9a,c), almost all the pseudo-momentum flux is

transmitted vertically through the boundary layer: the lat-

eral fluxes of pseudo-momentum are always small, at least
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below Z = D (see the dotted lines). Above the bound-

ary layer, the lateral propagation of the gravity waves in

the inviscid region produces substantial horizontal fluxes

when the downstream distance is not too large (X = 3 and

X = 5, thick and thin dotted black lines respectively, see

also Fig. 2). When D = 2 in Figs. 9b one sees that the

total pseudo-momentum fluxes diminishes in amplitude

when X increases and in the inviscid zone Z > 5δ = 0.5.

This diminution is due to the fact that for large values of

D, there are more reflected waves returning into the in-

ner layer than when D is smaller. Moreover, these re-

flected waves are associated with positive vertical fluxes

of pseudo-momentum Fz . Therefore when the horizontal

extension of the upper bound of the box increases, these

reflected waves cancel the negative contribution of the up-

ward waves in the integral flux Pz . This mechanism com-

bines with a substantial contribution of the trapped lee

waves propagating horizontally and at lower level when

J = 0.7 in Fig. 9d. In this case one sees that the ampli-

tude of the vertical flux first increase between 5δ < Z < D

(above the inner layer but inside the boundary layer) when

X increases, consistent with the fact that the reflected

waves are less absorbed when J decreases.

As seen in Part I and II, and repeated here, it is

quite difficult to pin the location of extraction of pseudo-

momentum. It is not entirely extracted from the surface

as in the inviscid case (Durran 1995; Lott 1998), and it is

not extracted from the viscous fluid in the inner layer as

in the case with S ≪ δ (Part I). Because of these difficul-

ties, we instead propose to diagnose the largest amount of

pseudo momentum that is produced by the interaction be-

tween the mountain and the inner layer. We call it the

emitted pseudo-momentum, and evaluate it as the total

pseudo-momentum flux going out of the top hat defined

by (23) with lateral boundary near the downstream foot of

the hill X = 3 and upper boundary at the altitude ZT that

minimizes the outgoing flux:

PEmit = Px (3,ZT )+Pz (3,ZT ) = min
S<Z<∞

(

Px (3,Z )+Pz (3,Z )
)

.

(26)

A typical box through which we measured the emitted PM

flux is shown in Fig. 8a for illustration. To measure how

much of this emitted flux goes in gravity wave drag far

aloft and to estimate how much stays at low level, we com-

pare PEmit to the far field Reynolds stress, and to the min-

imum in Reynolds stress,

Fz (Z =∞), and min
S<Z<∞

Fz , (27)

respectively. As we defined the Reynolds stress using the

vertical component of action Fz (see (Eq. 10)), and be-

cause its minimum is always found well inside the inner

layer, we can conservatively consider the difference be-

tween the emitted pseudo-momentum flux and the mini-
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Fig. 10. Emitted pseudo momentum, minimum and emitted value of the

Reynolds stress. In all simulations S = 0.15.

mum in Reynolds stress as the part due to horizontal prop-

agation yielding to wave large-scale flow interactions oc-

curring inside the inner layer and downstream exclusively.

Fig. 10 shows that when D increases the emitted pseudo-

momentum fluxes and the minimum in Reynolds stress are

quite different. More specifically, we find that for narrow

boundary layers (D = 0.5 in Fig. 10a) lateral fluxes are

small. We note also that the minimum in Reynolds stress

is larger than the far field Reynolds stress when J > 1, the

upward propagating waves are dissipated in the upper part

of the inner layer (see also Part I). This effect occurs for all

boundary layer depth D but is rather weak for small J (the

far field and minimum Reynolds stress almost coincide for

J < 1). As D increases up to D = 1 and for moderate stabil-

ity 0.1 < J < 1, the presence of lee waves induces a lateral

flux: the emitted flux PEmit substantially exceeding the

Reynolds stresses in magnitude (see Fig. 10b). This lat-

eral contribution decreases as J increases, the waves be-

ing absorbed at the surface. For larger D in Fig. 10c,d,
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the contributions of the lateral fluxes become more pro-

nounced, and for large J a good part of the lateral fluxes

are due to the fraction of the emitted waves which are re-

flected downward (the surface absorption being large).

6. Conclusion

In this paper we have analyzed how a background wind

curvature, which mimics a boundary layer of depth D,

modulates the impact of small-scale mountains on the

large-scale flow while staying in the weakly nonlinear and

dissipative regime used in Part I and II. We found that

trapped lee waves develop much more than in the constant

shear case, they resemble to Kelvin-Helmholtz modes of

instability, at least when the surface Richardson number

J < 0.25. This corroborates the results in Lott (2016) and

Soufflet et al. (2019) but using an other boundary layer

parameterization and an other fully nonlinear model (the

MITgcm here versus WRF in Soufflet et al. (2019)). We

also found that for large J and D, low level waves are

related to modes that have been reflected at turning lev-

els and that return to the surface downstream where they

are absorbed. For small J, the trapped lee waves may not

be efficiently excited, simply because the corresponding

modes of KH instability have small horizontal wavenum-

ber compared to the characteristic scale of the mountain (a

condition that writes k ≪ 1 in dimensionless form).

As in the constant wind shear case we recover the tran-

sition from the form drag regime to the wave drag regime

when the flow stability near the surface increases. The

wave drag regime is associated with downslope winds

and upstream blocking and is characterized by a negative

Reynolds stress which mostly radiates in the far field (see

Fig. 6a,b,c). The form drag regime is associated with ups-

lope winds and downstream sheltering and is always asso-

ciated with positive Reynolds stress, confined to the inner

layer (see Fig. 6d,e,f). One key result of this part is that

there exists a transition zone for which these two regimes

coexist. For this intermediate situations, the Reynolds

stress is positive in the lower part of the inner layer and

negative in the upper part and aloft: the interaction be-

tween the boundary layer flow and the mountain produces

deceleration near the surface, acceleration in the middle

of the inner layer, and deceleration (gravity wave drag)

near the top of the inner layer and above. As a direct con-

sequence, we can measure the relative importance of the

form drag regime and of the wave drag regime by compar-

ing the minima and maxima of the Reynolds stress.

The nature of this transition is controlled by the amount

of reflected waves that return to the surface and by the

absorption properties of the surface. In this paper, we

controlled the reflected waves with the non-dimensional

boundary layer depth D, while we controlled the absorp-

tion with the surface Richardson number J. When D is

small, most harmonics are free to propagate in the far

field, and upward propagating gravity waves control the

dynamics for values of J > 0.1. When D increases the

background wind curvature starts supporting horizontally

propagating trapped lee waves when J ≈ 1. For larger

values of J, these trapped lee waves do not develop well

(the ground absorption is too large) but, there can be verti-

cally propagating waves returning from the far field to the

surface where they are absorbed. We showed that, when

they exist, trapped lee waves and reflected waves can pro-

duce significant lateral fluxes of momentum downstream

the mountain. Pseudo momentum budget near the topog-

raphy indicates that lateral and vertical momentum flux

are of the same order of magnitude for intermediate val-

ues of J. These downstream fluxes remain substantial up

to five time the mountain width, the associated lee wave

drag being applied in the inner layer.

As said in the introduction, our formalism is still too

simple for direct use to change the subgrid scale orogra-

phy parameterization. Nevertheless, some directions and

extensions to the 3D case are detailed in the conclusion

section in Part II. For instance, the fact that we have "form"

and wave drag predictors (Eq. 22) and some indications of

where the drags should be deposited could be helpful for

low hills. Here, we also have learned that with trapped

waves the drag predictors are still accurate, and that the

trapped waves interact with the large-scale flow in the in-

ner layer and not below the turning layer. In the future, we

also plan to combine in GCMs the so-called turbulent oro-

graphic form drag scheme (Beljaars et al. 2004) and the

subgrid-scale orography schemes (Lott and Miller 1997)

by calculating a separation scale between them. For this,

and based on our results, we could measure explicitly the

scale L at which the dynamics at the top of the inner layer

passes from neutral to stratified, e.g. when

u0(δ(L))

N (δ(L))L
= 1. (28)

This equation is an extrapolation of our results since it

translates into δ = J, the value J = 1 being a good measure

of the neutral to stratified transition in our case. In such an

equation, we should also adapt the evaluation of the depth

δ. For instance, we could choose for it the altitude at which

disturbance advection equilibrates disturbance dissipation

(which is the definition of the inner layer depth in the vis-

cous case). As an example and for completeness, we re-

peat Eq. 30 in conclusion of Part II, where we considered a

turbulent closure based on mixing length theory. If Λ(z) is

the mixing length profiles of the undisturbed flow, δ could

be defined as,

u0(δ)

L
= 2
Λ(δ)2

δ2







du0

dz
(δ)







. (29)
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APPENDIX

A1. Calculation of the Outer solution

If we change variables and take r = tanh2(z/D) equa-

tion Eq. (12) transforms into:

d2w

dr2
+

(

1

2r
− 1

1− r

)

dw

dr

+
*.
,

J

4r2(1− r )2
+

1

2r (1− r )
−

D2k
2

4r (1− r )2

+/
-

w = 0. (A1)

This equation has three regular singular points in r =

0,1,∞, when k2 D2 − J > 0 and J > 1/4 their exponent

pairs are:

r = 0 : α1 =
1
4
+ i

µ

2
, α2 =

1

4
− i
µ

2
;

r = 1 : γ1 = −m
2
, γ2 = +

m

2
(A2)

r =∞ β1 = 1, β2 = −
1

2
.

In (A2),

µ =

√

|J − 1

4
|,and m =

√

|J −D2k2 |, (A3)

they are changed in iµ and/or −im, when J < 1/4 and/or

k2 D2− J < 0, respectively. Introducing the change of vari-

able,

w = rα1 (1− r )γ1W (A4)

equation (A1) transforms into the hyper-geometric equa-

tion, and the inviscid solution

wI = 2−mr
1
4+i

µ

2 (1− r )−
m

2 W2(1) ≈︸︷︷︸

z→+∞

e−mz/D , (A5)

behaves like a pure exponential function in the far field, for

instance like a unit amplitude upward propagating gravity

wave when D2k
2
< J. In (A5), the solution

W2(1) = (1− r )mF(c− b,c− a; c− a− b+1;1− r ), (A6)

is expressed using the hyper-geometric function F, and the

coefficients

a = α1 + β1 +γ1 =
5

4
+ i
µ

2
− m

2
,

b = α1 + β2 +γ1 = −
1

4
+ i
µ

2
− m

2
,

c = 1+α1 −α2 = 1+ iµ. (A7)

To evaluate ŵc near the surface, the transformation (15.3.6

in AS) is used to express (A5) in terms of the solutions

(15.5.3 in AS) and (15.5.4 in AS), e.g.

W1(0) = F(a,b; c;r ) , and W2(0) = r1−cF(a−c+1,b−c+1;2−c;r ) :

(A8)

W1(0) = A1W1(1) + A3W2(1) , W2(0) = A2W1(1) + A4W2(1)

(A9)

where

A1 =
Γ(c)Γ(c− a− b)

Γ(c− a)Γ(c− b)
, A3 =

Γ(c)Γ(a+ b− c)

Γ(a)Γ(b)
,

A2 =
Γ(2− c)Γ(c− a− b)

Γ(1− a)Γ(1− b)
, A4 =

Γ(2− c)Γ(a+ b− c)

Γ(a− c+1)Γ(b− c+1)
.

This yields

wI = rα1 (1− r )γ1
(

b1W2(0) + b2W1(0)

)

, (A10)

where bj = (−1) j−1
2−m Aj

A1 A4− A2 A3

for j = 1,2.

When approaching the surface, this inviscid solutions be-

haves as the matching function,

wI (k ,z) ≈
z→0

wM (k,z) = a1(k )z1/2−iµ
+ a2(k )z1/2+iµ ,

(A11)

providing that

a1 = D−
1
2
+iµb1, and a2 = D−

1
2
−iµb2. (A12)
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