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Abstract The atmospheric variability in the equatorial

regions is analysed in the Earth System Model pre-indus-

trial simulation done at IPSL in the framework of CMIP5.

We find that the model has an interannual variability of

about the right amplitude and temporal scale, when com-

pared to the El-Niño Southern Oscillation (ENSO), but that

is too confined to the western Pacific. At the intra-seasonal

periods, the model variability lacks of large-scale organi-

sation, and only produces one characteristic Madden-Julian

Oscillation every 10 winters typically. At shorter time-

scales and in the troposphere, the model has Rossby and

Kelvin Convectively Coupled Equatorial Waves (CCEWs),

but underestimates the Kelvin CCEWs signal on OLR. In

the model stratosphere, a composite analysis shows that the

Temperature and velocities fluctuations due to the Kelvin

waves are quite realistic. In the model nevertheless, the

stratospheric waves are less related to the convection than

in the observations, suggesting that their forcing by

the midlatitudes plays a larger role. Still in the model, the

Kelvin waves are not predominantly occurring during the

life cycle of the tropospheric Kelvin CCEWs, a behaviour

that we find to be dominant in the observations. The

composite analysis is also used to illustrate how the waves

modify the zonal mean-flow, and to show that the model

Kelvin waves are too weak in this respect. This illustrates

how a model can have a reasonable Kelvin waves signal on

the velocities and temperature, but can at the same time

underestimate their amplitude to modify the mean flow.

We also use this very long simulation to establish that in

the model, the stratospheric equatorial waves are signifi-

cantly affected by ENSO, hence supporting the idea that

the ENSO can have an influence on the Quasi-Biennial

Oscillation.
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1 Introduction

The fact that the mean state and the variability of the

stratosphere affect the tropospheric climate is now well

established. This is in part due to radiative and chemical

effects, essentially related to the stratospheric ozone that

absorbs the solar UV, and to the stratospheric water vapour

that has a significant greenhouse effect (Salomon et al.

2010). This influence of the stratosphere is also related to

dynamical effects, some specific modes of the stratospheric

variability propagating downward in the stratosphere, like

the Quasi-Biennial Oscillation (QBO) (Baldwin et al.

2001) in the tropics, and the Arctic Oscillation (AO,

Baldwin and Dunkerton 2001) in the mid latitudes. These

modes of stratospheric variability significantly influence

the surface climate in various regions, at least in the mid-

latitudes (for the QBO see Holton and Tan 1980; Anstey

et al. 2010; for the AO see Baldwin and Dunkerton 1999;

Christiansen 2001; Douville 2009; Lott et al. 2005; Nikulin

and Lott 2010).

This paper is a contribution to the special issue on the IPSL and

CNRM global climate and Earth System Models, both developed in

France and contributing to the 5th coupled model intercomparison

project.
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Although less documented, it is also well established

that the stratosphere can affect the relations between the

tropical troposphere and the midlatitudes. For instance, the

ENSO impact on the North Atlantic region (Fraedrich and

Muller 1992), is more pronounced in atmospheric models

that include a stratosphere (Cagnazzo and Manzini 2009),

because the mid-latitude planetary waves fluxes into the

stratosphere are stronger during ENSO (Sassi et al. 2004).

One difficulty of studying this problem, is that the tropical

tropospheric variability is dominated by ENSO whereas the

stratospheric one is dominated by the QBO. Both have

pronounced quasi-biennial signals, which are quite distinct

according to Barnett (1992), so their effects can be difficult

to disentangle: one can take for an ENSO effect a QBO

effect and vice et versa. This is rendered even more com-

plicated by the fact that, (1) the influence of these two

tropical oscillations combine in a nonlinear way (Calvo

et al. 2009) and that, (2) the ENSO and QBO interact

dynamically with each other (Maruyama and Tsuneoka

1988; Taguchi 2010). A good dynamical reason for this

relation can be that during ENSO the tropical upwelling

driven by the midlatitude waves increases (Hardiman et al.

2007), and this can have a significant effect on the QBO

period according to Dunkerton (1997). Another more direct

reason, given by Taguchi (2010), is that the ENSO affects

the forcing of the equatorial waves, because these waves

are in good part driven by the convection (Manzini and

Hamilton 1993; Ricciardully and Garcia 2000; Horinouchi

et al. 2003). Our analysis of the tropical variability from

the intra-seasonal scales of ENSO to the synoptic scales of

the equatorial waves will address this issue for the case of a

coupled model.

Because the significance of the stratosphere is now well

established, a good part of the ESMs participating to the

Coupled Model Intercomparison Project no. 5 (CMIP5)

represent it well. Following these groups of modellers, the

atmospheric model from the Laboratoire de Météorologie

Dynamique (LMDz, Hourdin et al. 2006) that enters into

the IPSL ESM for CMIP5 (IPSLCM5), includes a good

part of the stratosphere representation reported in Lott

et al. (2005). An essential difference between models with

a stratosphere is that some of them simulate a QBO, like

the Met Office’s (Hardiman et al 2010) or the Max-Planck

Institute’s (Giorgetta et al. 2006) climate models whereas

some other do not, like the IPSLCM5 (see Lott et al. 2005).

The fact that a model does not simulate the QBO is in

general related to: (1) its insufficient vertical resolution in

the lower stratosphere, (2) to an under-representation of the

equatorial waves that enter into the stratosphere, and (3) to

a deficient non-orographic gravity wave drag. Of course

this different causes are intimately related, with for

instance a too coarse vertical resolution limiting the model

ability to represent well the vertical propagation of the

resolved equatorial waves (Boville and Randell 1992). It is

therefore essential to measure the realism of the equatorial

waves the models can represent explicitely, like the gravest

equatorial waves analysed in Lott et al. (2005).

The simulation of Equatorial waves in models has been

the subject of many studies, with researchers from the

tropical meteorology community identifying the CCEWs in

the troposphere (Wheeler and Kiladis 1999), and those

from the stratospheric community looking at the freely

propagating equatorial waves that enter in the lower

stratosphere (recent satellite observations are in Ern et al.

2008). A priori, this separation is not really justified since

the CCEWs organize convection and since the strato-

spheric equatorial waves are in part forced by convection.

As an illustration, the spectral analysis in Hendon and

Wheeler (2008) have shown that the spectral signature of

the stratospheric waves is quite close to that of the CCEWs,

with the stratospheric signal slightly faster than the tropo-

spheric one. This suggests that a good fraction of the

stratospheric waves accompany the development of the

CCEWS, their faster time-scale resulting from the fact that

the faster disturbances have a larger vertical wavelength

and are less dissipated. If predominant, this scenario should

tell that the models with insufficient CCEWs would fail in

simulating the right amount of stratospheric waves. To

analyse these issues, the method in Lott et al. (2009) for

extracting the life cycle of the waves, can be well adapted,

since it has proved to be relevant for both models and

reanalysis. Note nevertheless that the waves analysed in

Lott et al. (2009) are those with wavenumber s \ 10,

which can be a limitation, but for which we know from

satellites observations that the reanalysis datasets are quite

realistics.

The purpose of the paper is twofold. The first is to

document the large-scale tropospheric tropical variability

in the model, from the interannual ENSO oscillations, to

the intra-seasonal Madden-Julian Oscillation (MJO) oscil-

lations, and down to the synoptic time-scales of the equa-

torial waves. The second purpose of the paper is to analyse

the simulation of the stratospheric equatorial waves and to

report their relation with the convection below. In this

context we will pay a particular attention to the relation

between stratospheric waves and tropospheric equatorial

waves, as well as on the relation between ENSO and the

stratospheric waves.

The plan of the paper is as follows. Section 2 presents a

description of the model, of the observational datasets, and

the diagnostics of the tropospheric tropical variability

including the inter-annual and the intra-seasonnal time

scales. Section 3 analyses equatorial waves, their relation

with convection and their sensitivity to the ENSO phase. In

this section, we will focus on the Kelvin waves, and use the

fact that the simulations are very long, which enable to
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extract via a composite method, the effect of the waves on

the large scale flow. Section 4 summarizes the results.

2 Interannual and intra-seasonnal variabilities

The experiment we look at is a 1,000 years long pre-indus-

trial simulation done with the fully coupled IPSL ESM,

IPSLCM5, and where the CO2 emission corresponds to the

1850 value. This simulation couples an atmospheric land

surface model and an ocean sea-ice model, it also includes an

interactive carbon cycle (more details are in Dufresne et al.

2011, this issue). This simulation (hereinafter called picon-

trol2) is initialised with oceanic, sea-ice, and vegetation

fields issued from series of preliminary spin-up simulations

which cumulated time is around 800 years. For the atmo-

spheric part, the LMDz5A model is used (Hourdin et al.

2011a, this issue), at resolutions 1.875� in latitude, 3.75� in

longitude, and with 39 levels in the vertical. This 39 levels

version goes up to about 70 km, as the stratospheric

50-levels version of LMDz in Lott et al. (2005), with 15

levels above 20 km and the resolution in the low stratosphere

is around 1.5 km. As convection parameterizations are

affecting the tropical variability (for the equatorial waves see

Horinouchi et al. 2003), it is mandatory to recall that

LMDz5A uses the Emanuel (1993) scheme for deep con-

vection and the Bony and Emanuel (2001) statistical cloud

scheme. To evaluate how the model simulates the tropical

variability we will often use the OLR fields, which are a well

known proxy for the large-scale convection in the tropics and

which can be compared to the NOAA-OLR datasets which

covers now more than 30 years (Liebman and Smith 1996).

Our choice for OLR is also motivated by the fact that most of

the modes of variability analysed in this paper, (ENSO, MJO

and the equatorial waves), have a signature on the deep

tropical convection and thus on OLR (for the ENSO, see

Chiodi and Harrison 2010; for the MJO Matthews 2000; for

the CCEWS Wheeler and Kiladis 1999).

All the statistical results we will present are evaluated

from daily series: the entire 30-years of the NOAA datasets,

and sub ensembles of picontrol2 which lengths can vary

between 200 years and the entire 1,000 years of the simu-

lation. These lengths will be given in due place. We have

quite systematically verified that in term of amplitude, all

the results we will show, when significant are not much

affected by the length of the model sample or by the periods

it covers. Nevertheless, the use of longer series is necessary

when the signals from the model are quite weak or rare.

2.1 OLR means, variances and teleconnections

Figure 1a shows the mean of the OLR for the winter period

and for the 1,000 years of the pre-industrial simulation.

It shows that the model tends to produce enhanced deep

convection over the maritime continent, as in the obser-

vations (Fig. 1b) but that this major centre of convective

activity does not spread much over the western Pacific

where the SPCZ is largely underestimated. The centre of

deep convection does not extend much over the Indian

ocean as well. We also see that over the subsident region of

the eastern Pacific, the OLR is much larger in the model.

The model also produces secondary centres of deep con-

vection over the southern hemisphere subtropics and over

Africa and South-America, but largely underestimates

them. In summer (Fig. 1c, d) the model produces the

expected northward shift of the convection zones. Around

the longitudes of the maritime continent and India, there

are now centers of deep convection over the bay of Bengal

and around south-east Asia. Again, the signal does not

spread enough over the Pacific ocean and in particular to

the east of the Philippines archipelago. As in winter, the

model locates well the regions of continental monsoonal

(a)

(b)

(c)

(d)

Fig. 1 Mean of outgoing longwave radiation (OLR) a Winter months

(SONDJF) from the pre-industrial control run; b Same as (a) but for

the NOAA-OLR; c Summer months (MAMJJA) from the pre-

industrial control run; d Same as (c) but for the NOAA-OLR. CI:

10 W/m2, values below 260 W/m2 are dashed. Values below 240 and

above 280 are lightly shaded

P. Maury et al.: Tropical variability and stratospheric equatorial waves 2333

123



activity over the equatorial regions in Africa and South

America, but underestimates their intensity.

To describe the various modes of tropical variability, we

next focus on the Equatorial band by averaging the OLR

signal between 10�S and 10�N. In the model (solid black

curve in Fig. 2a) the OLR signal has enhanced variance

over a large sector between the Indian Ocean (60�W) and

the western Pacific (180�), in agreement with the observed

variance (solid grey curve). Note nevertheless that the

model variance almost everywhere exceeds the observed

one. To evaluate the planetary-scale organisation of the

convection, the dashed lines in Fig. 2a shows the maxima

of anticorrelation between one point in the tropical band

and any other points. If we first first look at the observa-

tions (grey dashed), there is a substantial anti correlation

between the maritime continent and the central Pacific (see

the grey arrow). Without ambiguity, we can associate these

maxima of anti-correlation to ENSO, since they are located

near the longitude of Darwin (130�) and Tahiti (210�E),

places where the ENSO variability produces largely anti-

correlated responses (Ropelewski and Jones 1987). The

dashed black line shows that in the model, this large scale

anti-correlation is in good part lost.

2.2 Modal analysis

To extract the spatial patterns that control the model var-

iability, we next proceed to an EOF analysis of the OLR

signal (still averaged between 10�S and 10�N). The EOF

spectra in Fig. 2b shows that in the model the first 2 EOFs

represent less than about 20% of the variance, whereas in

the NOAA dataset they account for almost 35% of the

variance. Beyond EOF 5, the two spectra behave quite

identically. We see here that the lack of large-scale con-

nection between geographic places in the model (grey

curves in Fig. 2a) makes that the EOF spectra for the

model OLR is much whiter than the corresponding spectra

from the NOAA OLR (Fig. 2b). The structures of these

EOFs are shown in Fig. 2c, with the first model EOF

representing a seesaw for deep convection between the

Indian ocean and the western Pacific, a pattern that is

somehow reminiscent of the second EOF of variability

from the NOAA OLR (grey dashed). The second EOF of

the model again translates the much whiter structure of the

model variability since it has three extrema. It corresponds

to enhanced precipitation over the maritime continent and

reduced convection on the two sectors immediately to the

east and to the west, that is in the western and central

Pacific on the one hand and over the whole Indian ocean on

the other. Clearly, the lack of anti-correlation between the

Maritime continent and the central Pacific in the model,

makes that it has difficulties in capturing the first observed

EOF, the one which is the more strongly related to ENSO

(Kessler 2001).

To characterize the temporal evolution of the large-scale

variability, we next follow Matthews (2000), and use the

first two leading PCs. Furthermore, as the model EOFs

differ significantly from the observed ones, we have veri-

fied that our results are not much changes when we project

the model fields on the observed EOFs (generating pseudo-

PCs). As a first illustration, the lower triangles in Fig. 2b

show that the variance of the two pseudo-PCs generated

this way is larger than that of the higher orders pseudo-PCs,

as it is for the real PCs. Some other examples will be given.

Figure 3a, b show the spectra of the first and second PCs

respectively evaluated from the first 200 years of picon-

trol2. In Fig. 3a we see that the PC 1 for the observations

has enhanced variances at the inter-annual scale with a
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Fig. 2 Variability statistics of the OLR averaged over the Equatorial

band (10�S–10�N). Black lines are for the 1,000 years of picontrol2,

and the grey lines are for the 30 years of the NOAA OLR

(1979–2008). a Standard deviation (solid) and teleconnection

(dashed). b EOF spectra of picontrol2, NOAA, and projection of
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from picontrol2 (black) and NOAA (grey)
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broad maximum around 3 years. It also has enhanced

variability at the intra-seasonnal scales [10–100 day]. As

the EOF 1 from the observations projects well on the

ENSO, we can attribute the intra-seasonnal variability on

the PC 1 to the ENSO signal. This attribution is supported

by the fact that the PC 2 spectra in the observed OLR is

almost devoid of inter-annual variations (grey curve in

Fig. 3b) but has enhanced variability at the intra-seasonnal

periods. The behaviour of PC 1 and PC 2 from the model

have some resemblance with the observed ones, with

substantial inter-annual variability in PC 1 and substantial

intra-seasonnal variability in both PC-1 and PC2 (thick

black curves in Fig. 3a, b). The thin lines on Fig. 3a, b, are

for the model ‘‘pseudo’’-PCs spectra, showing that they

present about the same amount of variance at the intra-

seasonnal and interannual periods than the real PCs, indi-

cating again that they could be used to characterize the

model variability.

To characterize the propagative aspects of the variabil-

ity, Fig. 3c shows the spectral coherency between PC 1 and

PC 2. In the model (thick black line in Fig. 3c) the two PCs

have enhanced coherency at the intra-seasonnal periods

(25–100 day). Although largely significant since our tem-

poral series are very long (200 years here) this enhanced

coherency is less pronounced than the corresponding one

from the NOAA OLR (grey line in the top panel). We will

see in the next subsection that this weaker intra-seasonal

coherency in the model, is related to the fact that the large

scale OLR anomalies do not propagate eastward as regu-

larly as in reality. A first indication that this is indeed the

case is given by the phases shown in Fig. 3c. For the model

the two signals in the 25–100 day band are between being

in phase an being in quadrature whereas in the observations

the two PCs are well in quadrature.

2.3 Composite maps

The temporal evolution of the leading PCs from the model

and from the observations are shown in Fig. 4. For each

PCs we also isolate its inter annual variability by using a

non recursive low-pass filter that uses Kaiser windows

adjusted to minimize Gibbs effects and with half power
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point at 1 year (see the thick grey curve in Fig. 3a and

Hamming 1983; Lott et al. 2004). For the observed series,

PC1 presents substantially larger inter-annual variability

than PC2 and the major peaks in PC1 occur during well

known ENSO-years (1982–1983 and 1997–1998 for

instance). For the model, PC1 and its filtered component

(1st curves on the top of Fig. 4) shows similar properties,

with substantial interannual. The last 2 curves in Fig. 4 are

for the model pseudo-PCs: the first one has interannual

extrema at the same time as that of the ‘‘true’’ model PC1,

which means that the true PC1 or the pseudo PC1 can as

well be used.

The maps in Fig. 5a shows the OLR difference maps

between positive and negative ENSO phases. These com-

posites are built from unfiltered OLR maps from which the

annual cycle has been removed, and the positive and

negative ENSO phases are selected from thresholds on the

filtered PC1s signals (see Fig. 5 caption for details). The

model ENSO is characterised by a negative OLR signal

covering the equatorial regions between 140�E and 120�W.

It is also characterized by positive OLR anomalies over

most of the equatorial Indian ocean. Compared to obser-

vations in Fig. 5b, the model ENSO is about the right

amplitude but is substantially shifted to the west. As

noticed in Leloup et al. (2008), this is a quite common

defect of coupled models, with the IPSLCM5 model here

behaving almost as its previous version (Marti et al. 2005).

To extract the intra-seasonnal oscillations we next apply

to the PC1 and PC2 series a band-pass filter with half

power points at 25 and 100 day respectively. Again this

band pass filter is designed by combining two low pass

filters of the type used in Lott et al. (2004), its transfer

function is displayed in Fig. 3b. The filtered PC1 and 2 are

then used to construct a vector, and we next evaluate the

variability it represents by averaging over time its squared

amplitude. Then, when this vector amplitude exceeds 1.1

times its standard deviation during more then 30 days, we

consider that the selected period contains a canonical MJO.

During this period we attribute each dates to a given phase

dividing the filtered PC 1 and PC 2 phase space into 8

sectors (see for instance Fig. 7 in Wheeler and Hendon

2004). The result for the composite from the NOAA dataset

are shown on the right column of Fig. 6, illustrating that we

have captured well the MJO (see for instance Matthew

2000). For the model in the left column of Fig. 6, there is a

broad agreement, indicating that the model is able to pro-

duce some MJO-type oscillations. However, the composite

from the model are built using less than 100 events out of

1,000 years, whereas those from the NOAA OLR data are

built using 14 events out of 30 years (consistent with the

idea that there is one strong canonical Madden-Julian

oscillation every 1 or 2 years typically, Goulet and Duvel,

2000). Of course these numbers are somehow arbitrary, and

change when the various threshold on the amplitude and

duration change. We have nevertheless verified that the 1–5

ratio between the number of MJOs in the model and in the

observation stay almost unchanged. From this analysis, and

in agreement with Xavier et al. (2010) we find that the

coupled model simulate too few intra-seasonal oscillations,

but is able to produce some.

3 Equatorial waves

3.1 Spectral analysis

To analyse the spectral signature of the equatorial waves

and their relations with large-scale convection, we will

follow Wheeler and Kiladis (1999) and Hendon and

Wheeler (2008) among others, and make space-time

spectra of the tropical signals. We will display the spectra

using energy conserving pictures with log-axis and present

spectral coherencies between the dynamical fields and the

OLR fields. As shown by Hendon and Wheeler (2008) both

the representation of the spectra in these logarithmic axis

and the representation of the coherencies permit to char-

acterise the spectral signature of the tropospheric equatorial

waves, without requiring to normalize the spectra by red-

noise backgrounds. In the following of this subsection, the

spectra from the model are evaluated over the first

200 years of picontrol2 and compared to the spectra from

the observations over the period 1979–2008.

(a)

(b)

Fig. 5 OLR differences according to positive and negative ENSO

phase (a) and (b) are for the difference in mean OLR for picontrol2

and NOAA respectively. CI = 10 Wm-2, values below -15 Wm-2

and above 15 Wm-2 are lightly dashed. A given date is considered as

being in an positive (negative) ENSO phase, when the value of the

interannual PC 1 (that is the first and third black solid thick curves in

Fig. 4) is larger (smaller) than (minus) a given positive (negative)

threshold. For both the model and the NOAA datas, the positive and

negative thresholds are chosen so that 30% of dates are in positive or

in negative ENSO phase (approximately 15% in each)
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Fig. 6 Composite of OLR according to the 8 different phase of the

MJO (from top to bottom): picontrol2 (left) and NOAA (right). CI:

10 W/m2, values below -15 W/m2 and above 15 W/m2 are lightly

shaded. After filtering the PCs 1 and 2 by the interannual filter shown

in Fig. 3b, an MJO is selected when the norm of the vector forms with

the filtered PCs exceed a given threshold during more than 30 days

(see text for more details)
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3.1.1 OLR spectra and coherency with 850 hPa zonal

wind

Figures 7a and 8a show the spectra of the OLR averaged

over the equatorial band from the model and from the

NOAA dataset respectively. On these two figures are also

presented the coherency with the zonal wind at 850 hPa

averaged over the equatorial band. The y-axis for the fre-

quency is in log-scale so the figure presents the frequency

times the spectra to be energy conserving. In the westward

direction, the OLR spectrum has enhanced power along the

dispersion curve of the equatorial Rossby waves in the

model as in the observations. The coherency with the zonal

wind at 850 hPa is also quite significant in the model

although slightly smaller than in the observations, indi-

cating that the model simulates the Rossby CCEWS.

In the eastward direction, the OLR spectra from the

model has a relative maximum around s = 3 for periods

above 16 days, well below the dispersion curve of Kelvin

waves (Fig. 7a). The signature of the Kelvin waves on the

OLR that is clearly apparent in the observations in Fig. 8a

is almost absent from the model. Some coupling between

Kelvin waves and OLR appear nevertheless on the coher-

ency with the zonal wind at 850 hPa (dashed contours).

Again, the signal is much less pronounced than in obser-

vations where the relative maximum in coherency matches

the maximum in spectral amplitude for OLR. In the model

(a)

(b)

(c)

Fig. 7 Spectral analysis of OLR and zonal winds averaged over the

equatorial band, picontrol2 simulation for the period 1800–2000. The

spectra are built from the double Fourier transform of each field

averaged over the Equatorial band and for each year. From this are

built periodograms and cross periodograms which are averaged over

the 200 years of the datasets. The resulting estimate of the spectra and

cross-spectra are further reduced by applying 30 times a 1-2-1

average in the time domain. From the impulse response to this filter

we can estimate that it smoothes over around 15 points, yielding a

spectral resolution of around 4.10-2 cy/d and increasing the number

of doF to 3,000: for this value the 10, 5, and 1% level for the

coherencies are at around 0.007, 0.013, and 0.06. The dispersion

curves shown in solid are for the Kelvin and Rossby (n = 1) waves,

with equivalent depth h = 10, 40, 200 m. The dispersion curves

shown in dashed are for the Rossby-Haurwitz waves with n = 1 and

3, doppler shifted by a zonal wind u = 15 m/s

(a)

(b)

(c)

Fig. 8 Same as Fig. 7 but from the NCEP and NOAA datas over the

period 1979–2008. The number of doF is now around 450 for this

value the 10, 5, and 1% level for the coherencies are at around 0.05,

0.1 and 0.3, respectively
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also, the enhanced coherency is limited to the highest

wavenumbers s = 1–4 instead of extending up to the

wavenumber s = 10.

Still in the eastward direction and close to s = 1, model

and observations also has enhanced power for periods

around 33–100 day (0.01 \ x\ 0.3 - 0.4) corresponding

to the MJO. Again the spectral amplitude and coherencies

are smaller in the model, consistent with our results about

the MJO in Sect. 2.

3.1.2 Zonal wind spectra and coherency with OLR

The spectra for the zonal winds in Figs. 7b, c and 8b, c are

displayed with both axis using a log-scale so the figures

present the frequency times the wavenumber times the

spectra to be again energy conserving. This display is is

well adapted to detect stratospheric waves in the equatorial

regions: each maxima identified when one uses this display

being associated without ambiguity with large-scale equa-

torially trapped waves or with Rossby Haurwitz waves

(Lott et al. 2009).

In the model, and in the westward direction, the spectra

for the zonal wind at 850 hPa in Fig. 7b resembles quite

well that from NCEP in Fig. 8b. Although the coherency

with OLR falls between the curves of the Rossby waves

(see discussion before), it is noticeable that it is not this

Rossby wave signal that dominates the spectra of the wind

in the westward direction. The dominant periods and

wavenumber are those of the Rossby-Haurwitz planetary

waves (dashed lines). We attribute the relatively good

performance of the model to represent this spectral signal,

to the fact that our model represents well the midlatitudes

low-frequency variability (see Lott et al. 2005). Interest-

ingly, the fact that the Rossby Haurwitz waves do not

appear in the OLR spectra in Figs. 7a and 8a, certainly

follows that they are almost barotropic and correspond to

very weak vertical velocities.

In the eastward direction, the zonal wind spectra in

Fig. 7b is characterized by a relative maximum near between

the dispersion curves of the Kelvin waves and that is strongly

reminiscent with that in the observations in Fig. 7b. In the

model nevertheless, this maxima does not coincide with an

extrema in the coherency with OLR, as it does almost exactly

in the observations. Although there seems to be tropospheric

Kelvin waves in the model, their convectively coupled nat-

ure does not seem to be well captured.

Higher up at 50 hPa, the signal in the model is clearly

dominated by the Rossby Haurwitz waves in the westward

direction (Fig. 7c), as is also quite true for the NCEP data

in Fig. 8c. This is consistent with the analysis in Lott et al.

(2009) where the s = 1, n = 1 and 3 waves at periods

around 5 and 16 days respectively were shown to affect

substantially the tropics at this altitude.

Still at 50 hPa, but in the eastward direction, the MJO

signature on the wind has almost entirely disappeared in

the model (Fig. 7c), whereas in the observations in Fig. 8c

it is quite significant, in agreement with the observational

results in Weare (2010). For both the model and observa-

tions nevertheless, the spectra are largely dominated by

Kelvin waves, those having periods slightly shorter than at

850 hPa. The Kelvin waves in the stratosphere are also

related to convection, as indicate the significant values for

the coherencies. In the model again, this relation is weaker

than in the observations.

3.2 Kelvin waves composites

The fact that the observed Kelvin waves in the stratosphere

appear quite close to the periods of the CCEWs suggests

that a good simulation of the latter is a pre-requisite to have

realistic stratospheric Kelvin waves. However, our model

also produces realistic Kelvin waves in the stratosphere

whereas it underestimates their convectively coupled nat-

ure in the troposphere, somehow contradicting what can be

inferred from observations.

To clarify these points we next proceed as in Lott et al.

(2009) and make a composite analysis. To extract the

waves we apply to all fields a time-space band-pass filter

which transfer function is applied as a multiplication in the

Fourier space. The transfer function we chose is very broad

since it keeps almost all the periods between 2.5 and

50 day for eastward wavenumbers between s = 1 and

s = 6. Its transfer function in Fig. 9 largely includes the

spectral domains of both the tropospheric and the strato-

spheric Kelvin waves. To diagnose when a Kelvin wave is

present at 50 hPa, we then define an index which, at a

given time, is the maximum value when the longitude

varies of the filtered zonal wind averaged between 10�S

and 10�N. We consider the zonal wind because the Kelvin

waves are characterized by a strong signal on its equatorial

Fig. 9 Fourier transform of the transfer function of the filter used to

extract the Kelvin waves in the analysis and observational datas

(NCEP and NOAA OLR), and in the ipslcm5 model
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average (Figs. 8c, 7c). Then the composites are built from

dates selected when the index presents a maximum that

exceeds a given threshold (see Lott et al. 2009). The

selected threshold is chosen so that no more than one event

every two years is selected.

The maps for the composite wind and temperature in

Fig. 10a shows that our technique well captures the struc-

ture of the stratospheric Kelvin waves described in Lott

et al. (2009), with wind anomalies at zero lag that are zonal

and that are in quadrature with the temperature anomalies.

When compared with the Kelvin waves packets in Fig. 4

from Lott et al. (2009) nevertheless, the structure on tem-

perature also shows a substantial planetary wave s = 1

signature. This follows that the filter we have chosen is

very broad (see Fig. 9) so the composite techniques com-

bine the Kelvin wave packets and the planetary scale s = 1

Kelvin waves in a same signal. The wind composite in the

model also resembles the wind composite from NCEP in

Fig. 11a, and the temperature composite in the model is

more pronounced. Also, the planetary scale s = 1

contributes less to the temperature structure in the model

than in NCEP. On top of being realistic on the amplitudes

and shapes for the horizontal wind and Temperature,

Fig. 10b shows that the temporal evolution of the Kelvin

wave in the model stratosphere (illustrated by the evolution

of the zonal wind at the Equator) is also realistic in dura-

tion and horizontal phase speed (a direct visual inspection

gives C & 20m/s in both).

As expected from the coherencies in Fig. 7c and

Fig. 10b also shows that in the model, there is a substantial

signal on OLR related to the Kelvin wave. The signal in

OLR precedes that on the wind and both evolve on a

comparable time scale. These two results tell that the

convective signal is quite a direct forcing of the Kelvin

waves in the model. Obviously this forcing is not the only

one, as already indicated by the rather weak coherencies in

Fig. 7c. When compared to the composites from the

observations in Fig. 11b, the model signal on OLR is

weaker, telling that the convective forcing of the strato-

spheric waves is less important in the model than in the

observations.

It is also remarkable that in the model in Fig. 10b, the

OLR signal evolves on a faster scale than in the observa-

tions in Fig. 11b. Also in the model, the OLR signal well

preceeds that on the wind whereas in the observations it

(a)

(b)

(c)

Fig. 10 Composite of the stratospheric Kelvin waves from picontrol2

and for the period 1800–2000, see text for details and subfigure titles

for intervals. a Temperature and wind at 0d-lag; b Hovmoller plot of

the OLR (line with negative values dashed) and of the zonal wind

(light grey for negative values, strong grey for positive, values

between ± 0.5 m/s are white); both OLR and wind are averaged over

the equatorial band (10�S-10�N); c) Latitude versus time plot of the

unfiltered zonal mean zonal wind, the contour interval for the shading
is 0.1 m/s

(a)

(b)

(c)

Fig. 11 Same as Fig. 10 but from the NCEP dataset and the NOAA

OLR for the period 1979–2008. In c the contour interval for the

shading is 2 m/s
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accompanies it (the observed OLR signal is even more

pronounced after the time when the wind signal is the

largest). Our interpretation of these results is that in the real

world, the stratospheric waves occur predominantly during

the life cycle of the tropospheric Kelvin CCEWS, as if the

CCEWS were radiating waves toward the stratosphere. In

the model on the other hand, where there are less CCEWS,

this intimate relation between the CCEWS in the tropo-

sphere and the freely propagating ones in the stratosphere

seems absent. In the model, the stratospheric wave

response seems more like a dynamically filtered response

to an unorganised forcing (this could explain the time lag

between the stratospheric signal and the tropospheric ones).

This interpretation, where the model lacks of an organized

tropospheric forcing and replaces it in part by an unorga-

nized one, would be more convincing if the Kelvin waves

in the model stratosphere were less pronounced, which is

not obvious when we look at direct fields like the tem-

perature or the wind. As we shall see in the following, such

an underestimation by the model appears more clearly

when we look at the action of the waves on the mean flow.

3.3 Wave-mean flow interaction and relation

with the ENSO

3.3.1 Mean flow composites

To illustrate the action of the waves on the mean flow,

Fig. 10c shows composites of the zonal mean zonal wind

during the life cycle of the waves. In it we see that the

zonal wind increases by around 0.35 m/s between the lags

l = -20 day and l = 0 day and decreases after. The

accelerating phase between l = -20 day and l = 0 day is

consistent with the fact that an upward propagating wave

with positive phase velocity increases the mean zonal wind

when its amplitude grows at a given altitude (see for

instance Grimshaw 1975). During the decaying phase of

the wave the zonal wind decays, again consistent with

theory, but only return to its initial value if the waves is not

dissipated. Here we see that the zonal mean zonal wind

indeed decreases after the passage of the wave but return to

a value which is around 0.25 m/s above its initial value: the

Kelvin waves are partly dissipated. Note also that the

0.2 m/s changes that occur in around 5–10 days is quite

small compared to the 0.1m/s/day wave induced tendencies

needed to drive the QBO variation in GCMs (see for

instance Giorgetta et al. 2006 and Kawatani et al. 2010). It

is also quite small compared with the tendency due to the

s = 1 - 6 Kelvin waves and that was derived from satel-

lite observations by Ern et al. (2008).

The same analysis done on the reanalysis field in

Fig. 11c reveals two things. The first one is that the zonal

mean zonal wind is predominantly negative, which

naturally follows that Kelvin waves propagate more easily

during easterly phases of the QBO (our composite tech-

nique select almost automatically the eastward phases of

the QBO when it detects large Kelvin waves, see also Yang

et al. 2011). The second one is that the zonal mean wind

slightly increases in the equatorial band, eventually con-

sistent with the fact that Kelvin waves accelerate the zonal

mean wind. Nevertheless, in the case of the reanalysis, it is

impossible to attribute the zonal mean wind variations to

the passage of the waves, since during westerly QBO

phases the wind naturally evolves toward the easterly phase

and this is not only due to the large scale Kelvin waves we

extract from our composite. To be able to extract the action

of the wave on the mean flow in the model, via the com-

posite analysis, we clearly take advantage of the fact that

our model does not simulate the QBO.

As the composite technique can not be used to compare

the Kelvin waves acceleration between the model and the

observations, the small acceleration detected in the model

and compared to those documented elsewhere (Giorgetta

et al. 2006; Ern and Preusse 2009), are our evidence that in

the model the Kelvin waves are underestimated. The fact

that the model Kelvin waves seem realistic on other fields,

like the wind and temperature, follows that in the model the

intrinsic frequency is smaller than in the observation

(where the background wind is negative in the compositg

see Fig. 11c): for a same wave energy (roughly the

amplitude as measured by winds and temperature) the

vertical flux of action is larger for waves with larger

intrinsic frequency: according to gravity waves theory this

flux varies like the intrinsic frequency times the wave

energy. Finally, we should recall here that such analysis

should be extended to other waves, like the faster Kelvin

waves, the Rossby gravity waves, and the inertio-gravity

waves, and which also contribute to the QBO forcing.

3.3.2 ENSO and Kelvin waves

The fact that the Kelvin waves influence the zonal mean

zonal flow, plus the fact that they are partly driven by the

convection suggests that the intra-seasonnal variations in

convection related to the model ENSO for instance, can

affect the stratospheric Kelvin waves amplitude. This issue

is potentially significant since there is a growing number of

evidences that the ENSO and the QBO oscillations are

somehow related.

To address this issue we have conducted the above

analyses of Kelvin waves distinguishing between the

ENSO? years from the ENSO- years that have been used

to build Fig. 5. The spectra for OLR show significant dif-

ferences at many periods and wavenumbers, and particu-

larly at those corresponding to the stratospheric Kelvin

waves (not shown). As a consequence, the spectra for the
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zonal wind in the stratosphere are also significantly dif-

ferent with more Kelvin waves during ENSO? years

(Fig. 12). This result is confirmed when we build com-

posite of Kelvin waves: for the same number of years in

each ENSO phase and for the same threshold to detect

Kelvin waves, we have more dates that enter in the com-

posites during the positive ENSO phases than during the

negative ones.

4 Discussion

In this paper the tropospheric equatorial variability of the

pre-industrial 1,000-years long simulation done with the

IPSLCM5 model has been analysed and compared with

observations and re-analysis data covering the last

30-years. The use of datasets with such different length is

necessary because in the model, some modes of variability

like the intra-seasonnal oscillation in Sect. 2 are

underestimated. An analysis of a shorter sample would

have lead us to conclude that those modes are always

absent, which is not quite true. The length of the model

dataset was also used to analyse the inter-relation between

some of these modes of variability, like the ENSO and the

equatorial Kelvin waves, a task that is almost impossible to

do with present days datasets because the different intra-

seasonal oscillations that affect the tropics are very slow

and have close periods. Finally, the use of long datasets

also permit to quantify better second order processes that

are nevertheless essential, like the wave-mean flow inter-

actions that accompany the life cycle of an equatorial wave

packets through the stratosphere (Sect. 3.3).

Our analysis of the inter-annual variability in Sect. 2

shows that the model has an ENSO-like oscillation, of

about the right amplitude and time-scales. Nevertheless,

the model ENSO is much too confined to the western

Pacific. This defect is a known defect of some coupled

models (for the CMIP3 models see Leloup et al. 2008). At

the intra-seasonal time scales, the model also has problems

in representing the MJO variability: only one typical event

occurs in the model every 10–20 years typically, instead of

1–2 years in reality. This is consistent with Xavier et al.

(2010), who have shown that this is a characteristic error of

the models where the convection parameterization scheme

is little based on the large scale moisture convergence.

Still in the troposphere and at shorter periods, the model

simulates tropospheric Rossby and Kelvin CCEWs. In the

model nevertheless, the ‘‘convectively coupled’’ nature of

the Kelvin waves is in part lost: there is almost no Kelvin

waves signature on the OLR spectra (left panels in

Figs. 7a, 8a), and the coherency between the OLR and the

tropospheric zonal wind is weaker than in observations.

This tropospheric Kelvin waves signal is essentially

apparent on the zonal wind Spectra at 850 hPa (right panel

in Fig. 7b). This result is again quite consistent with the

Straub et al. (2010)’s analysis of the CMIP3 database.

In the stratosphere, the IPSLCM5 model has about the

right amount of Kelvin waves if we look at the 50 hPa

zonal wind spectra (Figs. 7c, 8c), and this signal on the

wind is also coherent with the OLR signal. Although this is

consistent with the fact that convection in good part forces

the stratospheric waves, the coherency is smaller than in

the observations.

More qualitatively, the composite analyses in Sect. 3.2

shows that the relation between convection and the

stratospheric waves is quite different between the obser-

vations and the model. In the observations, the composites

of the OLR and of the zonal wind in the stratosphere are

almost simultaneous (Fig. 11). The convective signal

evolves over a substantially slower time scale (e.g., more

the time scale of the CCEWs), and is also delayed com-

pared to the stratospheric wind signal. As it is very unlikely

(a)

(b)

(c)

Fig. 12 Spectra of the zonal wind at 50 hPa in picontrol2 during

model positive ENSO years (a), negative ENSO years (b) and

differences (c). The differences in (c) are in solid and the confidence

levels are shaded: the 5% and 1% confidence level are almost exactly

superposed, they are derived assuming a normal distribution around

the mean for each spectral peaks
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that the stratospheric Kelvin waves have an effect on the

convection below, we attribute this last behaviour, and also

the slower time scale of convection, to the fact that in reality

the stratospheric Kelvin waves often accompany the devel-

opment of the Kelvin CCEWs. In this case, the stratospheric

signal associated with the CCEWs is faster than the tropo-

spheric ones, which follows that the slowest waves

belonging to CCEWs spectrum have shorter vertical wave-

lengths and are therefore more easily dissipated. In the

model the development of the stratospheric Kelvin waves is

following the tropospheric signal on OLR, consistent with

the fact that convection in part forces the waves. It seems

that in the model, the stratospheric waves signal that is due

to convection, simply results from a dynamical filtering of

all the waves excited by an almost disorganized convective

signal. As the Kelvin wave signal on wind and Temperature

has about the right amplitude, these result suggests that a

good representation of the convectively coupled waves is

not necessarily a pre-requisite to have about the right

amount of stratospheric Kelvin waves in models.

The fact that the nature of the dominant relation between

the convection and the stratospheric waves are quite dif-

ferent between the model and the observations, does not

mean that the two behaviours are exclusive one from the

other. Our composite analysis just tells that one behaviour

dominates in the model whereas the other dominates in the

observation. In the future, it could be interesting to analyse

which dominates in the other models with stratosphere

participating to CMIP5, and to extend this analysis to the

other equatorial waves that penetrate into the stratosphere,

like the Rossby-gravity waves. For the latter, it would be

very instructive to consider the models that simulate a

QBO, since the waves with negative phase speed penetrates

better in the stratosphere when the zonal wind is positive.

On top of clarifying the relation between the strato-

spheric waves and the convection below, the composite

analysis also permits to illustrate well the wave mean flow

interaction which is at the basis of the QBO dynamics. In

Fig. 10c we see that during the passage of a Kelvin wave

packet the zonal mean zonal wind increases in the equa-

torial region before decreasing again. This behaviour is

characteristic of the wave mean flow interaction occurring

during the passage of a wave packet with positive phase

speed. Note that the composite zonal wind does not return

to its initial value after the passage of the wave, indicating

that the Kelvin waves are partly dissipated in the model

lower stratosphere. Note also that the accelerations seen in

Fig. 10c are well below those needed to produce a ten-

dency comparable to the QBO tendency. This is probably

our better evidence here that the model does not simulate

enough Kelvin waves, and may be that the weakness of the

convective signal associated with the tropospheric Kelvin

waves is causing this deficit.

Finally, our comprehensive analysis of the tropical

variability, from the very slow-scales of ENSO to the

synoptic scales of the equatorial waves, permit to analyse

the relations between the two. As the equatorial waves

force the QBO this can help clarifying the significance of

the relations between the ENSO and the QBO oscillations

suggested by various authors. As a first step in this direc-

tion, we have found that the ENSO signal has a substantial

influence on the stratospheric Equatorial Kelvin wave

signal (Fig. 12). Again this issue will need to be extended

to models that simulate both a QBO and an ENSO, and to

other type of waves.
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