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Abstract: We investigate the role of sea ice in the Northern Hemisphere climate as
simulated by the IPSL coupled ocean-atmosphere model. A complex thermodynamic
parameterization of sea ice has been introduced in this global model. Our study is based
on the comparison of a simulation performed with this new version, with an earlier one
that only differs by the sea-ice scheme. Our results demonstrate not only the need to
include an eff icient thermodynamic sea ice model in global coupled ocean-atmosphere
models, but also the large impact of the sea ice on the climate system. The thermal
inertia of sea-ice plays a role as important as the sea-ice albedo feedback and the
insulator effect of sea ice. It needs to be accounted for to get a good representation of the
seasonal cycle of sea-ice cover. This inertia is modulated by the heat budgets at the
bottom and surface of the ice and by the energy absorbed into leads. In our simulations,
the sea-ice has an impact on the atmospheric circulation in the Arctic and North Atlantic
and on the hydrological cycle, which strongly affects the surface and thermohaline ocean
circulation in the Atlantic. The transport of heat and salt from the North Atlantic to the
Norwegian sea and the seasonal ice brine rejection favor the deep convection in the
Norwegian sea during the winter. They have a key role in the model and strengthen the
ocean equator to pole heat transport.

1. Introduction

Sea ice is a major component of the climate system at high latitudes. It has a strong
impact on the coupled interactions between the atmosphere and the ocean (e.g. Van
Ypersele 1990). When sea ice is present, the radiative properties of the surface are
modified compared to free ocean conditions. Its high albedo (between 0.6 and 0.9)
limits the amount of absorbed solar energy at the surface. Short-wave radiation
penetrating into sea ice is mainly converted into latent energy, and only a small part can
reach the ocean through the thinnest sea ice. The snow and ice surface temperature can
drop down to -30oC or less in winter, which contrasts with the relatively warmer sea
surface temperature that remains above the seawater freezing point (~ -1.8oC). The
surface infrared emission is then reduced from 300 to 200 Wm-2 in winter. With its very
weak thermal conductivity, sea ice is a very good insulator for the turbulent heat
exchanges at the air-sea interface. Latent and sensible heat fluxes are very weak over sea
ice, while fluxes of several hundred Wm-2 are typically found over open water areas in
winter (Smith et al. 1990). A friction with a slowly moving solid (Semtner 1987)
replaces wind stresses at the ocean surface. Sea ice intercepts part of the snow
precipitation, but its main effect on the hydrological cycle is through brine rejection
during its formation and fresh water release during its melting. These processes modify
the density of the surface water (Aagaard et al. 1981). In winter, the salinity increase
favors the deep convection.

Sea ice variations can have a profound impact on climate change (Rind et al. 1995;
Houghton et al. 1996), and need to be introduced into the models used for future or past
climate simulations (Vavrus 1999). Therefore, coupled ocean-atmosphere general
circulation models (GCM) have to include a pertinent parameterization of sea ice and of
its interaction with the ocean and the atmosphere to simulate properly the high latitude
climate (Van Ypersele 1990). The parameterization of sea ice in climate models has
evolved towards an interactive climatic component. According to the CMIP (Coupled
Model Intercomparison Project) database, approximately 2/3 of the 19 CMIP coupled
models represent only the thermodynamic processes (Cubash et al. 1992; Moore and
Gordon 1994; Murphy 1994). For most of them the ice thickness is represented by a



single layer (Johns et al. 1997) and the different ice types are not separated. The
dynamic processes are represented in only 1/3 of the models (Lunkeit et al. 1996), and
half of them use a simple "free drift" model (Manabe and Stouffer 1994). Moreover, half
of these 19 coupled climate models use flux correction at the air-sea interface (Cubash
et al. 1992; Manabe and Stouffer 1994; Murphy 1994) to prevent climatic drift. Finally,
only the last version of the NCAR coupled model uses both complex thermodynamic
and dynamic sea ice, without flux correction (Weatherly et al. 1998).

These climate models have been mainly used to simulate the transient response of
climate to the gradual increase of carbon dioxide, or to focus on the tropical variabilit y.
Some studies with only a slab ocean (Rind et al. 1995) or with a global ocean model
(Washington and Meehl 1996) have shown a great sensitivity of sea ice to the climate
warming with a dramatic reduction of the Arctic sea ice cover. However, no specific
study has been achieved with a global coupled model in order to evaluate how the
parameterization of sea ice can affect the model results.

The main objective of the present paper is to analyze the impact of the representation
of sea ice thermodynamics on the Northern Hemisphere climate as simulated by a global
coupled model. We consider a simulation with the IPSL_CM1 (Institut Pierre Simon
Laplace) coupled ocean-atmosphere model into which a complex thermodynamic sea ice
model has been recently introduced. To better emphasize the role of sea-ice in the
ocean-atmosphere interaction at the seasonal time scale, we compare the results of this
simulation with those of a simulation with the previous version of the model (Braconnot
et al. 2000) where sea-ice thermodynamics was simpli fied and the climate of the Arctic
not well reproduced. Sea-ice parameterization is the only difference between the two
simulations. We investigate not only the role of sea ice on the seasonal cycle of the
surface heat fluxes, but also its active role in the oceanic and atmospheric circulation of
the Northern Hemisphere. The impact of sea-ice processes on the deep-water formation
in the North Atlantic is also emphasized.

The coupled model, the sea ice parameterizations, and the coupling procedures are
described in section 2. The results are discussed in the four following sections. The
section 3 presents on the one hand the initialization and the spin-up of the simulation
and on the other hand the simulated sea ice cover. In section 4 we focus on the
relationships between the seasonal cycle of the heat fluxes at the surface, the sea-ice
cover and the surface temperature in the Arctic Ocean. The mean hydrology of the
Arctic basin and its connection with the North Atlantic are discussed in the section 5.
The section 6 show the interaction between deep-water formation and the thermohaline
circulation in the ocean. .

2. The coupled model

a. The atmosphere and ocean components

The coupled model is the low-resolution version of the IPSL-CM1 (Institut Pierre et
Simon Laplace) coupled model described in Braconnot et al. (1997, 2000).

The atmospheric component is the version 5.3 of the Laboratoire de Météorologie
Dynamique (LMD) grid point atmospheric general circulation model (Sadourny and
Laval 1984; Harzallah and Sadourny 1995). The resolution is 64 points in longitude, 50
points in sine of the latitude, and 11 vertical sigma levels. At the surface, momentum
and heat fluxes are computed separately for sea-ice and open water fractions, using
different drag coeff icients over ice and ocean (Braconnot et al. 2000).

The oceanic component is the primitive equation model OPA developed at the



Laboratoire d'Océanographie Dynamique et de Climatologie (LODYC) (Andrich et al.
1988; Delecluse et al. 1993). The horizontal mesh is orthogonal and curvili near on the
sphere. The configuration is geographical in the Southern Hemisphere, but the northern
point of convergence has been shifted onto Asia to overcome the singularity at the North
Pole (Madec and Imbard 1996). The resolution is 92 points by 76 points, which
corresponds to roughly 4º by 3º degree, with a meridional resolution of 1º near the
equator. The model has 30 vertical levels, with 10 levels in the upper 100 meters. The
turbulent diffusion is isopycnal-diapycnal, with a limitation of the isopycnal slopes to
1% (Guilyardi et al. 1999). The isopycnal diffusion coeff icient is 2000 m2s-1, with no
background horizontal diffusion.

In order to close the global hydrological cycle, the drainage basins and outflows of
the 46 major rivers have been defined at the atmospheric model resolution.
Corresponding river mouths have been defined on the ocean model grid. Coastal runoff
is also taken into account and pours directly into the nearest coastal boxes of the ocean
model.

b. Sea ice parameterization

In the previous version of the model (Braconnot et al. 1997), thereafter referenced as
DI (Diagnostic sea Ice), an ocean grid-box is supposed to be frozen when the sea-surface
temperature (SST) falls below the freezing point of sea-water. The heat flux from the
ocean to the bottom of sea ice is prescribed as -2 Wm-2 in the Northern Hemisphere
(Arctic) and as -4 Wm-2 in the Southern Hemisphere (Antarctic) (Maykut and
Untersteiner 1971). When this happens, the sea surface temperature can ony warm up by
heat advection and diffusion. Since the grid resolution is greater in the ocean model than
in the atmosphere, the area covered by sea ice represents a fraction in an atmospheric
grid box. The surface temperature and albedo of the sea ice fraction are computed using
a simple one-layer thermodynamic model and making the assumption that sea-ice is 3m-
thick. At the bottom of sea-ice, the temperature is prescribed as 271,2K.

The new sea ice model developed at Laboratoire d'Océanographie Dynamique et de
Climatologie (LODYC) (L'Heveder 1999), thereafter referenced as MI (Modeled sea
Ice), has now been introduced in the model. At present, this model provides a complex
representation of sea ice thermodynamics, but sea ice dynamical processes are still under
development. It is entirely integrated into the first level of the ocean model OPA
(surface layer between 0 and 10 m depth), and uses the same grid and time step..

The thermodynamic scheme is derived from the works of Hibler (1980). The model
uses a realistic distribution function associated to four different ice types: open water
(nil i ce thickness), thin ice (thickness between 0 and 0.5 m), intermediate ice (thickness
between 0.5 and 3 m), and thick ice (thickness greater than 3 m). Each ice type has its
own thermodynamic behavior. For example, thin ice grows and decays more rapidly
than thick ice. A variable fraction of leads in the sea ice cover is simulated in order to
parameterized the open water due to ice motion at subgrid scale. The minimum lead
fraction linearly decreases with ice thickness from 15% for ice thinner than 0.1 m. to 2%
for ice thicker than 0.4 m. in the southern hemisphere and 1m in the northern
hemisphere. The ice thermodynamic is resolved into 3 layers (one for the snow and the
two others for the ice) following (Semtner 1976). A linear equili brium temperature
profile is assumed in each layer, and the vertical conduction of heat is proportional to
the temperature gradient. The bottom temperature of the ice corresponds to the seawater
freezing point (~ -1.8oC). Temperatures at the snow-ice interface and into the ice are
computed assuming flux continuity between the layers. The surface temperature Ts is
determined from the surface energy balance. The surface temperature is fixed at 0oC



when it exceeds the melting point and the surface energy balance is recomputed. The
energy excess is then used to compute the surface melting rate of snow or ice.

The energy absorbed in the open water areas (leads) is used to melt sea ice at its
bottom. A lateral ice growth can occur in leads. When ice thickening increases the ice
volume, a fraction of open water is converted into thin ice. Snow accumulation on top of
the ice is represented as well as its transformation into "white ice" due to snow flooding.
The snow surface albedo evolves with the snow age like in the DI case. Frozen and
melting ice have also their own albedo. At the bottom of the ice, the thickness can
change by freezing or melting following the bottom energy balance. The evolution of an
internal latent energy reservoir is resolved. It represents the internal brine pockets
created by the penetration of solar radiation into the ice. Part of this radiation can also
reach the ocean through suff iciently thin ice.

c. Coupling procedure

The ocean and atmosphere models are coupled synchronously once a day using the
OASIS coupler developed at CERFACS (Terray 1994). No flux correction techniques
are used at the air-sea interface. The atmosphere uses as surface boundary conditions the
daily sea surface temperature and sea ice cover provided by the ocean. The ocean is
forced by the net heat fluxes (solar and non-solar), the water fluxes (precipitation,
evaporation, coastal runoff and river's flows) and the wind stresses given by the
atmosphere. The surface fluxes, which are computed separately over the sea ice and free
ocean fractions in the atmosphere model, are averaged over the two sub-surfaces prior to
coupling.

In the classical daily coupling scheme between ocean and atmosphere, the ocean
model uses a constant heat forcing during one day. Because of the characteristics (heat
capacity, minimum thickness) of the sea ice, the sea ice model is unstable when it is
directly forced by mean daily heat fluxes. A term of feedback between the simulated
surface temperature and the heat flux is required to stabili ze the system at each time
step. Therefore, we use a coupling technique that allows the heat flux to vary as a
function of the local surface temperature (Dufresne and Grandpeix 1996). In an ocean
grid box, the non-solar heat flux over the fraction of each ice type is linearized at the
first order around the mean temperature of the grid box. Therefore, the sensitivity
(derivative) of the flux to the surface temperature, which is computed as the sum of the
sensitivity for the turbulent heat fluxes and the infrared flux, is also provided to the
ocean model. Its annual mean is smaller than -20 Wm-2K-1 in high latitudes, especially
in the sea ice region (-10 Wm-2K-1). The solar radiation is also distributed according to
the local albedo of each ice type.

3. Simulations

a. Initialization and spin-up

In the following, we consider a 120-years long simulation with this coupled model
(MI). The initial condition of the coupled integration corresponds to January 1st of year
16 of an atmosphere alone simulation forced with the mean seasonal cycle of
climatological SST (Reynolds 1988) and sea-ice cover. It is exactly the same state as the
one used before for the simulation with the diagnostic sea-ice (DI) (Braconnot et al.
2000).

The ocean starts from rest and its thermohaline structure is prescribed from the
climatology of Levitus (1982). The initial sea ice cover is diagnostic and corresponds to



the ocean-grid points where the SST is below the seawater freezing point. The ice
concentration is fixed to 70 % and the mean thickness respectively to 1 and 3 meters in
the Antarctic and in the Arctic. The spin up of the ocean-ice model is done directly with
the coupled model. During the first nine years, the thermohaline structure of the ocean is
restored both at surface and at depth towards the initial climatology, except under sea
ice. After year nine, the coupled model can evolve freely without any flux correction or
restoring. This initialization technique minimizes the coupling shock and is now used by
several groups (Stouffer and Dixon 1997).

After the spin-up period the model adjusts within 10 years and the simulation is quite
stable from year 20, as ill ustrated by the annual mean evolution of the global mean SST
(Fig. 1). In absence of f lux correction, this stabilit y results from the balance of the heat
fluxes at the ocean surface. The small drift is limited to 0.3 oC per century for the global
SST and is less than 0.05 oC per century for the global ocean temperature. This version
of the model is slightly colder than the previous one (Fig. 1), which is due to the more
realistic sea-ice cover in the Arctic.

b. Sea ice cover

Indeed, after the spin up and the period of adjustment, the simulated sea ice cover is
quite stable and the seasonal cycle is represented in the Northern Hemisphere (Fig. 2).
Since the initial shock is absorbed after year 20, we chose the years 20 to 120 as the
reference period to compute the mean seasonal cycle.

The mean seasonal cycle of the sea-ice cover in the Northern Hemisphere is realistic
(Fig. 3). The maximum cover (13.7 x 106km2) is similar to the mean estimate (13.5 x
106km2) deduced from satellit e data (Gloersen and Campbell 1991), but the minimum is
too high (7.5 x 106km2 compared to 6 x 106km2 from the data). The geographical
distribution of the effective sea-ice cover, excluding the open water areas included in the
ice pack, is also consistent with the sea ice cover used as boundary conditions for
AMIP1 simulations (Boer 1992; Gates 1992) and interpolated on the atmospheric grid
(Fig. 4). However, the marginal sea ice front delimiti ng the maximum extension is too
zonal around 65oN (Fig. 4b). This is mainly due to the absence of a correct North
Atlantic Drift (see section 5), which does not bring enough warmer and saltier water
from mid-latitudes to the Norwegian Sea. Also, the absence of any sea ice dynamics
prevents the extension of sea ice towards the Irminger Sea through the Fram and
Denmark straits. Similarly, the sea ice extension is too weak in the Bering Sea.

On the other hand, the model is not able to maintain a correct sea-ice cover in the
Southern Hemisphere. Part of this drawback is due to a too large solar heat flux
simulated at the ocean surface. This problem is also listed in other models (Guilyardi
and Madec 1997; Gordon et al. 2000). It results from a lack of low level stratus clouds
all over the southern latitudes. However, it has been shown in recent simulations with
the IPSL model that the seasonal runoff fr om Antarctica iceberg discharge has also a
large contribution. (Dufresne, pers com). Sea-ice is much better simulated in the
Southern Hemisphere when this fresh water flux is introduced, because it favors the
formation of a halocline and in turn the freezing of seawater.

We therefore do not consider the Southern Hemisphere in this study and focus on the
Northern Hemisphere where sea-ice is more realistically simulated. The correct
simulation of sea-ice in the Arctic allows us to use the MI simulation to investigate the
role of sea-ice in the coupled ocean-atmosphere system. It is interesting to compare the
mechanisms operating in MI with those of DI. Indeed, the seasonal cycle of the sea-ice
cover and other climatic parameters are also stable in DI (Fig. 1), but the sea-ice



vanishes almost entirely in September and the maximum sea-ice cover is underestimated
in March (Fig. 3 and 4). There are thus important interactions between sea-ice and the
circulation both in the atmosphere and in the ocean that are missing in DI and need to be
considered. In the following, we investigate successively the surface heat fluxes, the
fresh water fluxes and the link with the large scale surface and thermohaline circulation
of the ocean.

4. Mean seasonal cycle in the Arctic: surface energy budget

In order to study in more depth the seasonal cycle of the surface heat fluxes over the
Arctic Ocean, we averaged the different fields over a specific box defined according to
Orvig (1970). It includes all the Arctic Ocean down to the Bering Strait for the Pacific
Ocean side, and down to 65oN for the Atlantic Ocean side.

From April to September the net heat flux at the surface is driven by the net solar
heat flux and acts to melt the sea-ice (Fig. 5a). The non solar heat flux becomes
dominant during winter (October to March) and contributes to increase the sea-ice
cover. Although the annual mean surface net heat budget (-16 Wm-2) is identical for the
two simulations over the Arctic, the magnitude of the seasonal cycle is larger in DI (Fig.
5a.). This difference directly follows the differences in the sea-ice cover and surface
temperature. There is less ice in summer in DI and the solar heat flux is 60 Wm-2 larger.
The cooling by the non solar heat flux is also more active in November (70 Wm-2)
because the sea-ice cover is very poor and the mean surface temperature 20°C higher.

The behavior of sea-ice is thus very important and strongly constraints the heat
budget of the Arctic. The two simulations have a comparable sea-ice cover in March
(Fig. 4). However in DI, as soon as the temperature rises above the sea water freezing
point (Fig. 5b), the sea ice cap disappears from the ocean grid box. Then, since the
surface albedo becomes much weaker, more solar radiation can reach the surface (Fig.
5a), leading to the well -known positive direct sea ice cover-albedo feedback (Kellogg
1973; Curry et al. 1995) and thereby to the disappearance of sea ice.

Since the physical processes included in the thermodynamic model are more
complex, the behavior of the sea ice in MI is not so extreme. Until May, there is still no
surface melting (Fig. 5c) and the ocean temperature remains close to the freezing point
(Fig. 5b). The mean sea ice concentration over the Arctic Ocean remains around 90%,
and the fixed maximum of 98% is reached in the central part of the basin in May. Even
if the bottom accretion decreases (Fig. 5c), it continues to thicken the ice pack that
exhibits a maximum (2.3 m) of mean thickness over the Arctic in May. Then, the
surface heat budget becomes positive and the surface ablation rate increases to reach a
maximum of 14 mm/day during July (Fig. 5c). As shown by Fichefet and Gaspar (1988),
the ocean heat flux at the bottom of the ice plays also a crucial role in the simulation of
sea ice. Because of the increase of the energy supply from the ocean, sea ice melts from
its bottom (Fig. 5c). Since all the energy absorbed into the leads is used under sea ice,
the ocean heat flux is larger than 20 Wm-2 during July when the ablation rate is
maximum (6.6 mm/day). This large heat absorption by the sea ice model contributes to
limit the summer warming. Since the ocean temperature under sea ice is fixed to the
freezing point, the mean ocean temperature over the Arctic does not exceed 0 oC, while
the mean surface temperature does not exceed +0.5 oC (Fig. 5b).

In September, the mean concentration and the mean thickness over the Arctic are at
their minimum (63% and 1.1 m respectively). The surface energy budget becomes
negative again (Fig. 5a), the temperature goes down and the sea ice concentration
increases. Since the energy lost into the leads is taken from the bottom of sea ice, the



mean thickness increases by bottom growth of the ice. Thus, both the temperature
cooling and the insulator effect of sea ice limit the non solar heat fluxes, and stabili ze
the system (Kellogg 1973). This regulation loop via the heat fluxes allows to reconstruct
each year the maximum of sea ice cover. This mechanism also operates in DI, and leads
to the reconstruction of the sea ice cover during the winter.

This analysis clearly shows that the albedo feedback and the insulator effect of sea-
ice are not suff icient to represent correctly the sea-ice cover of the Arctic and that the
thermodynamic processes controlli ng the inertia of the sea-ice need to be accounted for.
The resolution of the ice heat budget independently in 3 layers and the thermodynamics
of leads play an important role and introduce leads and lags in the system.

Interestingly, the impact of the sea-ice parameterization on the surface temperature is
limited to the Arctic basin and the Atlantic sector (Fig. 6a). There is almost no
difference between the two simulations over land, except a slight cooling along the
Arctic coast and in Siberia during winter only. The Arctic cooling affects the
atmospheric structure up to 600 hPa, but only for latitudes higher than 60°N (Fig. 7).
However, the whole thermal structure of the ocean is affected. The impact of sea-ice
seems thus only local for the atmospheric circulation, as can be inferred from the change
in 500 hPa geopotential height between MI and DI (Fig. 6b). On the other hand, its
impact is more global for the oceanic circulation. This is investigated below.

5. Hydrology and circulation in Arctic and North Atlantic
a. Surface salinity and circulation in the north

A low salinity anomaly is built up along the Siberian coasts during the first year of
both simulations. It then moves through the Barents Sea, leading to a rapid decrease of
the surface salinity in the Barents Sea and in the Greenland, Iceland, Norwegian seas
(GIN seas). It is due to an unrealistic anticyclonic atmospheric circulation over the
Greenland Sea and the Norwegian Sea, and to a shift of the oceanic polar gyre towards
the Spitzberg. The fresh waters from the great Siberian rivers are advected to the
entrance of the Norwegian Sea.

However after this initial drift, the two simulations have very different adjustments.
The surface salinity recovers very slowly in MI, while the anomaly intensifies slowly
through time in DI –without any preferential season-. The mean vertical profiles of
salinity and temperature are thus very different between the two simulations in the GIN
seas. In March, a strong halocline affects the first 300 meters of the water column in DI
(Fig. 8a). The gradient between the surface and the bottom reaches 2.3 PSU. The
temperature profile (Fig. 8b) presents a strong inversion. The situation is thus stable and
no convection can occur. In MI, the gradient between the surface and 300 meters depth
is only 0.3 PSU (Fig. 8a), and the surface temperature remains near 0 °C. Surface
potential density is thus suff icient to allow the sinking of surface waters. Because of
convection and mixing, the temperatures of the water column are more homogenous.

The atmospheric and oceanic circulation in the North Atlantic and the GIN seas are
also very different between the two simulations. In the real ocean, the North Atlantic
Drift brings some sub-tropical warmer and salty waters into the Norwegian Sea and
Greenland Sea (Schmitz and McCartney 1993). These waters penetrate along the coasts
of Scandinavia via the Norwegian current, and a small part continues along the coasts of
Siberia. In DI, the mean flow simulated at mid-latitudes is very zonal and the mean
surface currents in the South of Iceland are very weak (Fig. 9a). The intensity of the sub-
polar gyre is limited to about 5 Sv, with no extension into the Norwegian Sea (Fig. 9a).
In MI, the meridional component of the surface currents at mid latitudes is enhanced
(Fig. 9b). The sub-polar gyre is much stronger with a maximum of 18 Sv into the



Irminger Sea, and extends northward into the Norwegian Sea (Fig. 9b). Even if this
extension is still t oo limited, a mixing between North Atlantic salty waters and
Norwegian Sea fresher waters can occur.

Since we only changed the parameterization of sea-ice between DI and MI, these
differences in the model behavior are the signature of different interactions between the
sea-ice, the hydrological cycle and the circulation in both the atmosphere and the ocean.

b. Surface fresh water inputs into the Arctic

Changes in the fresh water inputs between the two simulations could be at the origin
of the differences between the two simulations. Compared to the estimation of Aagaard
and Carmack (1989), the annual mean budget of surface fresh water fluxes is under-
estimated by about 20% in both simulations (Table 1) and therefore cannot explain the
maintenance of the salinity anomaly in DI. This budget only includes the contribution of
continental runoff and P-E (precipitation minus evaporation) since sea-ice has no impact
on the fresh water fluxes in the annual mean.

River runoff is a criti cal source of fresh water in the Arctic (Weatherly and Walsh
1996; Mill er and Russell 1997). The simulated annual mean discharges of the eight
major rivers and the direct coastal runoff are similar between the two simulations and
underestimated (Table 1). A comparison with the values given by a data compilation
(Perry et al. 1996) shows this comes from a underestimation of the discharges of the
largest rivers located in the middle of the Siberian coast (Fig. 10). In particular, there is
a deficit of precipitation over the drainage basins of the Ob and Ienesseï rivers. The
discharges of the smallest rivers located on the eastern part of the Siberian coast are
over-estimated mainly because the size of their drainage basins are over-estimated in the
coarse resolution of the atmosphere model at high latitudes.

The contribution of P-E is more different between MI and DI, since the annual fresh
water input over the Arctic Ocean from P-E is +20% larger in MI (Table 1). Because of
the insulating effect of sea-ice, the annual mean evaporation is reduced by almost 50%
over the basin, whereas the annual mean total precipitation (rain plus snow) is reduced
only by 15%. These changes follow the differences of sea-ice cover and temperature
over the Arctic Ocean and so are maximum in early fall . Nevertheless, these differences
are not suff icient to alter significantly the salinity of the GIN seas.

c. Impact of sea-ice on the atmospheric and oceanic circulation

The differences between MI and DI result thus mainly from differences in the oceanic
and atmospheric circulation. They are induced by the sea-ice characteristics and
interaction with the fresh water cycle.

The differences in the simulated sea-ice cover between MI and DI is the first factor
that can explain the different oceanic circulation described above. In both simulations,
the Icelandic low-pressure zone is shifted to the West. This shift already exists in the
atmosphere alone simulation as in many models (Kageyama et al. 1999), but is
reinforced in the coupled simulations (Laurent et al. 1998). The tail of the storm-tracks
does not extend far enough across the North Atlantic towards Europe, and easterlies
dominate the simulated circulation instead of southwesterlies over the south of Iceland.
However, the more realistic sea-ice cover simulated in MI during fall and winter leads to
colder temperature in the Arctic (Fig. 6), and in turn higher surface pressure than in DI.
The pressure gradient between the Icelandic low and the Arctic is enhanced and more
realistically represented (Fig. 9c). Compared to DI, the surface winds are strengthened in



this region (Fig. 9c), inducing a larger northward Ekman transport, and thereby a surface
import of warmer and saltier waters from the Atlantic into the Arctic. The transport of
water mass through the Iceland-Faeroe-Scotland ridge reaches 4.7 Sv in annual mean
(against 0.7 Sv in DI) and prevents the development of the initial salinity anomaly.

The second effect of sea- ice involves a complex loop between the impact of sea-ice
on the hydrological cycle (salinity), the characteristics of water masses in the GIN seas
and deep convection. Indeed sea ice has a crucial role on the surface salinity at the
seasonal time scale, through the processes of brine rejection during its formation, and
fresh water release during its melting. At high latitudes, these processes could have a
direct impact on the rate and location of deep convection and bottom water formation
(Lenderink and Haarsma 1996). In the GIN seas area, the mean surface salinity is higher
throughout the year in MI (Fig. 11a). In addition, brine rejection and fresh water release
due to the seasonal cycle of sea ice, which are not considered in DI, introduce a seasonal
variabilit y of the surface salinity. The winter surface salinity is 1 PSU larger than the
summer value. Combined with the winter cooling of the sea surface temperature, this
higher salinity enhances the sea surface potential density and thus destabili zes the water
column. This vertical mixing in MI (Fig. 11b) is also well ill ustrated by the difference of
the zonally global averaged ocean temperatures between the two simulations (Fig. 7).
Between 60oN and 80oN, the first 500 meters are colder in MI, whereas the waters
below are warmer especially around 1500 m. In turn the convection strengthens the
surface water advection. These results ill ustrate the strong coupling between sea-ice, the
surface and the thermohaline circulation.

6. Impact on the thermohaline circulation and the equator-to pole heat
transport

The annual mean integrated export through the Greenland-Iceland ridge reaches 6.1
Sv in MI (1.6 SV for DI), with a maximum at the bottom. The heat is exported at depth
in the North Atlantic, as the first part of the thermohaline conveyor belt (Gordon 1986).
In our model, the other source of deep water winter convection is centered south of
Iceland at about 55oN, whereas it should be located in the Irminger and Labrador seas.
The position of this convection zone in the model is not well understood. It is a common
feature of many ocean circulation model (Manabe and Stouffer 1994), and is already
present in ocean alone simulation forced by surface heat and fresh water fluxes
climatology (Esbensen and Kushnir 1981; Oberhüber 1988). The convection in this
region does not change between the two simulations.

The formation of dense water in the Norwegian Sea plays thus an important role in
the annual mean overturning stream function (Fig. 12). The surface waters sink around
60oN until the bottom ridge down to 2000 m, while in DI the sinking signal is diffuse
and affects only intermediate depths down to 1000 m. The annual mean maximum of
the overturning function in North Atlantic (between 500 and 5000 meters, and between
10oN and 70oN) can be considered as an index of the strength of the thermohaline
circulation. This mean index is only 9.1 Sv in DI, whereas it reaches about 14.6 Sv in
MI. Therefore, the upwelli ng at the equator is stronger in MI and the thermocline is
narrower and exhibits a well -simulated "W"-structure (Fig. 7). Between 30oS and 30oN,
the intermediate waters around 500 meters are cooler. Nevertheless, the intensity of the
North Atlantic Deep Water (thereafter NADW) is still t oo weak according to estimates
(Schmitz and McCartney 1993).

These differences in the thermohaline circulation have a large impact on the equator
to pole oceanic heat transport. The poleward heat transport by the Atlantic Ocean is
nearly doubled in MI compared to DI (Fig. 13a). At 35oN latitude, its maximum is about



0.6 PW in MI and only 0.3 PW in DI. The Atlantic heat transport in MI is not only
closer to the estimations of Trenberth and Salomon (1994) -which gives peak values of
1.1±0.2 PW at 20 to 30oN in the Atlantic-, but is also now positive (northward) at all
latitude in both hemispheres. Differences in the total atmospheric heat transport between
the two simulations are limited to the higher latitudes (beyond 40oN) (Fig. 13b). North
of 30oS, differences in the heat transport by the global ocean are entirely dominated by
the changes in the Atlantic basin. Finally, the total heat transport is enhanced by 0.2 PW
in MI for latitudes located between 30oS and 30oN. The maximum value 0.8 PW
reached at 35oN is closer to the observed estimate.

7. Conclusion
The sensitivity of the IPSL coupled ocean-atmosphere model to a change in sea-ice

parameterization ill ustrates well the important interactions between sea-ice and both the
oceanic and atmospheric circulation at high northern latitudes. Our results are based on
the comparison of a simulation, which includes a complex thermodynamic sea-ice
model (MI), and a simulation with the previous version of the model where sea-ice was
only diagnostic in the ocean (DI). These two coupled simulations have been performed
without flux correction at the air-sea interface and differ only by the sea ice
parameterization used. The sea-ice model used for MI is more sophisticated than the
thermodynamic parameterizations included in most of the coupled models referenced in
the CMIP project. In particular, it includes several ice-types computing a fraction of
leads, and it resolves the thermodynamic of sea-ice in three layers taking account of an
internal latent heat reserve.

The sea-ice albedo feedback and the insulator effect of sea-ice are suff icient to
produce a stable simulation of the Arctic climate in DI, with an annual reconstruction of
the sea-ice cover. Nevertheless, they do no allow for a good representation of the
seasonal cycle neither of the sea-ice characteristics and nor of the circulation over the
Arctic and the North Atlantic. Our study confirms that the thermal inertia of sea-ice
plays a crucial role in regulating the sea-ice cover, the sea-ice thickness, and thereby the
mean surface temperature and the seasonal cycle of the surface heat fluxes in the Arctic.
It shows that it is important to resolve the heat budget for the ice independently at the
interfaces between the atmosphere and the ocean, and also within the ice. Indeed, the
seasonal cycle of these fluxes is not in phase, and time lags between them increase the
sea-ice inertia.

A realistic seasonal evolution of the sea-ice cover is needed to properly simulate the
surface temperature over the Arctic. The impact of sea-ice on the atmospheric
circulation however, is limited to the Arctic and North Atlantic. There is nearly no
change over land where precipitation is underestimated in both simulations, which leads
to an underestimation of the river runoff in the Arctic.

The impact of sea-ice and of the coupling between the sea-ice cover and the
atmospheric circulation has an important effect on the oceanic circulation. The thermal
structure of the ocean is altered both in the North Atlantic and in the tropical regions
where the shape of the thermocline is very sensitive to small changes in ocean
upwelli ng. These large differences between the two simulations result mainly from what
happens in the Norwegian Sea. When the sea-ice cover simulated is coherent with the
observations, the pressure gradient between the high surface pressure located over the
Arctic and the Icelandic low induces southwesterly wind around Iceland. The associated
Ekman transport favors the penetration into the Norwegian Sea of the North Atlantic
Drift. The import of saline and relatively warm waters together with the seasonal cycle



induced by ice brine rejection and sea-ice melting favor the deep water convection in
winter, and the formation of deep waters. These waters are exported at depth through the
Denmark Strait as a branch of the thermohaline circulation.

The coupling between a more active transport in the west boundary current, the north
Atlantic Drift and the convection in the Norwegian sea is also very important to
simulate a correct Atlantic equator to pole ocean heat transport. The only introduction of
a more complex thermodynamic sea-ice model increases the ocean heat transport from
0.3 to 0.6 PW in the Atlantic at 35oN. The whole thermohaline structure of the Atlantic
Ocean is improved.
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Table 1: Simpli fied annual mean balance (years 20 to 120) of the surface fresh water inputs
in the Arctic basin (both in mm/day and km3/year) as estimated from DI and MI, and from
data by (Aagaard and Carmack 1989). The P-E budget and the total runoff are presented
separately, and then cumulated in the total.

DI Experiment MI Experiment Estimation

Area 11.634 106 km2 11.634 106 km2 12.10 106 km2

Unit mm/day km3/year mm/day km3/year mm/day km3/year

P-E Budget 0.434 1818 0.521 2182 0.388 1690

Runoff 0.497 2082 0.463 1939 0.854 3720

Total 0.931 3899 0.984 4121 1.242 5410



Figure captions

FIG. 1. Time series of the annual global mean sea surface temperature (oC ) from year 1 to year 120 for
MI (solid line). For comparison, we have reported the same curve obtained for DI (dotted line) (see
Braconnot et al. 2000 for a complete description). The different behavior between MI and DI during the
first ten years is due to different spin up technics.

FIG. 2. Time series of monthly mean effective sea ice cover (106 km2) in the Northern Hemisphere from
year 1 to year 120 for MI.

FIG. 3. Mean monthly seasonal cycle of the effective sea ice cover (106 km2) in the Northern Hemisphere
for MI (solid line), for DI (dotted line) and for the climatological data used in AMIP1 (dashed line). The
extrema of sea ice extension estimated from satellit e data (Gloersen et al. 1991) are also plotted (Min. and
Max. dashed lines).

FIG. 4. Mean March (left) and September (right) sea ice concentration (%) (a) for the climatological data
used in AMIP1, (b) for MI and (c) for DI (The contour interval is 10% and values greater than 15% are
shaded).

FIG. 5. Mean monthly seasonal cycles over the Arctic ocean of (a) the net surface heat fluxes (Solar, Non
Solar and Total) (W.m-2) and (b) the surface temperatures (Ocean and Mean Surface) (oC) for MI (solid
curves) and for DI (dotted curves), and of (c) the sea ice budget (mm/day) for MI: bottom growth rate
(solid line), surface snow or sea ice ablation rate (dashed line), and snow accumulation (dotted line).

FIG. 6. Differences of MI minus DI (a) annual mean surface temperature (oC) (The contour interval is
1°C. Values greater than 1°C are in heavy gray and values smaller than -1°C are in light gray) and (b) 500
hPa geopotential height (m) (The contour interval is 5 m and positive values differences are shaded) over
the northern hemisphere (beyond 30oN).

FIG. 7. Differences MI minus DI annual zonal mean temperature (oC) for the atmosphere (top) and the
ocean (bottom) respectively plotted as a function of altitude and depth (The contour interval is 0.25oC and
positive values differences are shaded). The first 1000 meters of the ocean are expanded.

FIG. 8. Mean March vertical profiles of (a) salinity (PSU) and (b) temperature (oC) plotted as a function
of depth for MI (solid line) and for DI (dashed line) at point (70oN, 10oW) located in the Norwegian Sea.

FIG. 9. Annual mean barotropic stream function (Sv) (The contour interval is 1 Sv and negative values are
shaded) and surface currents (m.s-1) (The vector upper right of the panel (a) gives the scale for a surface
current of 0.1 m.s-1) for (a) DI and (b) MI. (c) Differences MI minus DI annual mean sea level pressure
(hPa) (The contour interval is 0.25 hPa and negative values differences are shaded) and surface wind
stress (Pa) (The vector upper right of the panel (c) gives the scale for a surface wind of 0.1 Pa).

FIG. 10. Annual mean flows (km3/year) of the major rivers pouring into the Arctic basin estimated from
data (Perry et al. 1996) (black), and simulated by MI (light gray) and DI (white).

Fig. 11. Mean monthly seasonal cycle over the Greenland, Iceland and Norwegian seas (GIN seas) of (a)
the surface salinity (PSU) and (b) the mixed layer depth (m) for MI (solid lines) and for DI (dashed lines).

FIG. 12. Annual mean global overturning stream function (Sv) for (a) MI and (b) DI (contour interval is 2
Sv and negative values are dashed), and for (c) the difference MI-DI (contour interval is 0.5 Sv and
negative values are dashed and shaded). The first 1000 meters of the ocean are expanded.

Fig. 13. (a) Annual zonal mean poleward heat transport (PW) by the Atlantic Ocean as a function of
latitude for MI (solid lines) and for DI (dashed lines). (b) Difference MI minus DI annual zonal mean
poleward heat transport (PW) as a function of latitude: contributions from the atmosphere (dotted line),
the Atlantic Ocean (dashed line) and the global Ocean (solid line) are shown.
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