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Abstract

We investigate the dependence of radiative feedback on the patteseasurface temperature
(SSTghange in fourtee\tmospheric General Circulation Models (AGCMs) forced with observed
variations in SST and se& over the historical record from 1871 to ngaresent. We find that over
1871-1980,the Earth warmed with feedbacks largely consistent and strongly correleitadong
term climate sensitivity feedbackdiagnosed from corresponding atmospherseean GCM abrupt
4xCO2 simulatiosPost 1980 however, the Earth warmed with unusual trends in tropical Pacific
SSTs (enhanced warming in the west, cooling in the destfroveclimatefeedback to be
uncorrelated with¢ andindicating much loweclimate sensitivitythan ¢ that expected for longerm
CQ increase Weshow that these conclusions are not strongly dependent on the ANEBTIdataset
used to force the AGCd/though the magnitude ofeedbackpost 1980 igenerallysmallerin eight
AGCMdorced withalternativeHadISST1 S8dundary conditios. We quantify a ‘Hattern effecQ
(defined as the differencbetween historical andbngterm CQ feedbacklequal t00.44+0.47[5-
95%]W m? K* for the time-period 18712010 whichincreagsby 0.05+ 0.04 W rif K!if calculated
over 18712014. Assessedhanges ini K S 9Histdc&eReigy budgetre inagreamentwith the
AGCMeedback estimated-urthermoresatellite observation®f changes in togf-atmosphere
radiative fluxessince 198%uggest that thepattern effectwas particularly strongver recent
decadesthoughthis may bewaning post 2014lue to awarming of the eastern Pacific.
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1. Introduction
1.1 Background

I 02YY2y A0GFNIAYy3a LRAY(G F2N ljdzZ yiAFeAay3a GKS i
perturbations is consideration of the globaiean energy budgety = F+<T, whereN s the net
downward radiative flux at the topf-atmosphere (TOA)fits W n¥), Fthe effective radiative

forcing (units W i), <the climate feedback parametgunits W nf K*, a negative number in this
paper, but the opposite convention is also used) anlde surfaceair-temperature change (units K)
relative to an unperturbed steady state in whiskF=0. Applied to norsteady states, such as the

9 NIIKQa KAad2z2NROI f<is thdtiRia €tded (i difSrentes @Glenotedpiyr & 0 =
between wo climate states (often presestay and prendustrial) according t&c N ¢ jJ0Fp K fe.g.
Gregory et al., 2002; Otto et al., 2013; Sherwood et al., 2@2)i) regression in the differential

T 2 NIY N PDATIifRhé timeseries oN, Fand Tare krown (Gregory et al. 2004; Gregory et al.
2020).

w»
<,
QX

P'YiAf NBOSyiGfe Al 4 ktdagdol apprgximativradoyiSaRt piogerttyof the &I &
climate system, such that feedbacks that applied over the historical record also applied to the

9 I NJi igfeam rdspgbnse, as quantified by the canonical equilibrium climate sensitivity (ECS, units

K) to a forcing from a doubling of €,,) over preindustrial levelsThus ECS was estimated directly

from historical changes iN, TandF, according teECS =h,k  <Fo JiT /0 N¢ pP) (e.g.Gregory et

al, 2002; Otto et al., 2013, amongst many others).

However, it is now recognised that @ NAS& Ay GAYS AAyOS | F2NDOAy3A )
and/or type of that forcing (e.g. Senior and Mitch@00; Hansen et al., 200Bndrews et al. 2012;

Armour et al., 2013Geoffroy et al., 201FRose et al. 2014; Gregory et al. 2015; Andrews et al. 2015;

Marvel et al. 206; Rugenstein et al. 201Richardson et al., 20180ng et al. 202lochJohnson

etal., 2021; Rugenstein and Armour, 2021). HeaceA & 'y WSFTFFSOUABS FTSSRol O]
only to the climate change over which it was calculated. More specifically, over the historical record

< Aad (K2dzaAKG G2 0S5 Y2 Nate dGenditiatg Smallerityad mightopeka iny S+ G A
thelongd SNY Fdzidz2NB= yR 42 < SadAYIFIUGSR FTNRY KAAG2NR
Gregory and Andrews, 201Bhou et al., 2016; Armour, 2017; Proistosescu & Huybers, 2017;

Andrews et al., @18;Marvel et al., 2018; Silvers et al., 20L8wis and Curry, 2018; Gregory et al.

2020; Sherwood et al. 2020; Dong et al. 2021).

The reason for the underestimate of lotgrm ECS is thalimate feedbacks setting &uch as cloud

and lapserate changesvary with the pattern of surface warming. Proxy reconstructions of past

equilibrium climates and atmosphefean general circulation model (AOGCM) simulations of long

GSNY OfAYI(GS OKENESQAASWLIBNI WaNBh LI O (See¥in 6 A G K 4l
the eastern Pacific as well as the Southern Ocean, whereas observed historical warming shows more
pronounced warming in the western equatorial Pacific relative to the tropical mean and cooling in

the eastern Pacific and Southern Ocean over redectdes (e.g. Collins et al., 2013; Li et al., 2013;

Andrews et al., 2015; Gregory and Andrews, 2016; Zhou et al., 2016; Dong et al., 2019; Sherwood et

al., 2020; Rugenstein et al. 2020; Olonscheck et al., 2020; Fueglistaler and Silvers, 2021; Watanabe et

al. 2021; Power et al. 2021; Tierney et al. 2019; 2020).

Thus, morestabilizing feedbacks have occurred over the historical rebemhusesnhanced

warming in the western Pacific warm papa region of deep ascent and convectipresults in a
stronger n@ative lapseaate feedback widely across the tropics due to efficient warming of the free
troposphere, which in turn causes increased cloudiness (a negative cloud feedback) in the eastern
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tropical Pacific due to remotely controlled increased lower tropasjghstability. In contrast, less
stabilizing feedbacks are expected in the future as enhanced warming in the easterndPacific
characterised by descending air and marine low cloud decks which are capped under a temperature
inversion and form over the rei@ely cool seasurfacetemperatures (SSTg)results in a positive

cloud feedback, without an accompanying negative lajde feedback since the warming is

WINI LIISRQ Ay el Zhoo et alzy2B16, Midredvs-addSAbbp2018, Ceppi and Gregory
2017; Dong et al. 2019

Thedependence of radiative feedback on the pattern of surface temperature chaagbeen

GSNXYSR I WLI GGSNYy S7T7S ddiimuishes i o StiyedfeeBbiack vatiahidhs H n mc 0
that might occur for example asfanction of the magnitude ofiT (e.g. Block & Mauritsen, 2013;

Caballero and Hube2013 BlochJohnson et al., 2021Armour (2017) and Andrews et al. (2018)

proposed a method to account for the pattern effect in estimates of ECS derived from historical

climate changes via a modification of the energy budget approach. Their method requires an

estimate of the difference in feedbagk,< = R dzfattdinffedt KeBveen historical climate

change and longerm ECS, so that EGFxK Gt < U I <Ggfs$hNBistoricalvalud { Ay OS p< A
found to be positive, it increases the best estimate of ECS and substantially lifts the upper

uncertainty bound, but has only a small impact on the lower bound (Armour, 2017; Andrews et al.,

2018; Sherwood et al. 2020

One way of estimating the pattern effegt,< = A & &,2in aD Atghasphkrid GCM (AGCM)
simulation forced by observed historical SST andiceaariations (termed aamip-piForcing
simulation, see Section ) A Usozincthe coupled AOGCHhbrupt-4xCOzZimulation with the same
AGCM, so that < <4xco2C <hist (Andrews et al. 2018). Note that heabrupt-4xCO24s being used as
asurrogatéforlongi SNY 9/ {® 2SS | 44dzyS 2G4 KSNJ AYLI Oila 2y <=
agentca 2 O kfficiciB®Haden et al., 200Marvel et al. 206; Richardson et al., 2019

primarily occur due to forcingspecific impacts on historical SST patterns that will be included in the
historical record, rather than any dependence on the actual forcingitagncentration in the
atmosphere (which will be excluded in our design, because forcing levels are fixedirdystial
levels inamip-piForcing. On the other handabrupt-4xCO2Zxperiments contain larger warming

than the historical record, so anyadé dependence ol (e.g. Block & Mauritsen, 2018@aballero

and Huber2013 BlochJohnson et al., 2021) might erroneously be included in pattern effect
estimates using this method.

The principal advantage of usiaguip-piForcingsimulations in the calcation of the pattern effect is

0 K Iyddwille consistent with the SST patterns tlwaturredover the historical record. In contrast,

2yS O2dz R dz&S ! hD/ a KAbativBeNAGECKs ate Arédafsimiiatezhgisn. ¥ 2 NJ <
own historical SST fiarns they struggle to reproduce the observed recent decadal trends in

tropical Pacific SST patterns (Gregory et al. 2020; Fueglistaler and Silvers, 2021; Watanabe et al.

2021; Dong et al., 2021) and the associated magnitudg@fthus underestimatinghe pattern

effect (Gregory et al., 2020; Dong et al. 2021). This AOGCM bias in the pattern effect has important
implications, which we return to in the Discussion, but our focus in this manuscript is on the

22 §  dzi-Sratker than an equilibrium feedback.qm because in practice equilibriumdgficult to achieve

in AOGCMs due to thmillennialtimescales required to equilibrate the deep ocean. The feedback parameter

associated with ECS is therefore often approximated from short (~ 150 waogt-4xCOZ2xperiments

(Andrews et al. 2012). Tegmh OF £ £ &8 GKAA A& aGAfflI YR MEAFODOHABR PSERSE
Ot AYIFH(S aSyarirgrieqQ o09FF/ {0 odzi Ay idNdfé@doAcksSn A G A&
climate projections (Grose et al., 2018) and ECS (Sheretad2020) and so this distinction is not considered

further (see Rugenstein et al. (2020) and Rugenstein and Armour (2021) for further discussion).
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historical pattern effect as simulated by AGCdiieenthe observed SSTs, thus avoiding the issue of
AOGCM biases in historical SST pattewage that while our focus is on the atmospheric response
to a given SST pattern, causality can work in both directiemsexampleloud feedback has been
shownto have an impact on the pattern of tropical Pacific SST changes (Chalmers et al., 2022).

amip-piForcingsimulations also show muWR S O Rl f @ kNGrdgaryAaBdyAadreivs/2016;
Zhou et al., 2016; Andrews et al., 2018; Fueglistaler and SiNg&%; Pong et al. 2021). In particular

<nistiS generally most negative (pattern effect largest) over the most recent decades. This is because
variations in atmospheric feedback are well explained by changes in SSTs in regions of tropical deep

convection réative to the tropicalmean (Fueglistaler and Silvers, 2021) or glohehn (Dong et al.

2019). Since the late 1970s, regions of deep convection have warmed by about +50% more than the

tropicakmean (Fueglistaler and Silvers, 2021), and the eastern Peas#ficooled despite

temperatures increasing globally (e.g. Hartmann et al. 2013; Power et al. 2021; and see our Figures 4

and 9). Hence under this configuration of tropical Pacific SST change, we would expect negative
feedback from the mechanisms descritegubve (e.g. Zhou et al., 2016, Andrews and Webb, 2018,
Ceppi and Gregory, 2017; Dong et al. 2019).

A limitation of theamip-piForcingS E LIS NA Y Sy (i F,2 ibldhaf itzayidchude & atyicRurak
dependence on the underlying SST patterns andige@n the Atmospheric Model Intercomparison
Project (AMIP) Il boundary condition data set (Gates et al., 1999; Hurrell et al., 2008; Taylor et al.
2000) used to force thamip-piForcingsimulations (Andrews et al., 2018; Lewis and Mauritsen,

2021; Zhou eal., 2021; Fueglistaler and Silvers, 2021). Different SST reconstructions have slightly
RAFFSNBY (O LI GGSNya 2F {{¢ Qiayhs sfected SrodiLewis K A

and Mauritsen (2021) and Fueglistaler and Silvers (2021) showed#neing in the tropical

western Pacific relative to the tropicaiean is less pronounced in other SST datasets, and so we
YAIKGEG SELISOG tSaa yS3araaogS ¥SSRolkOl1a -AMIRI £ S
datasets.

Consistent with this expectation, Andrews et al. (2018) noted that in one AGCM the magnitude of

a

<ustwas reduced by ~ 0.2 WiK! when the AMIP Il SSTs were replaced by HadISST2.1 SSds (sea

remaining unchanged) in amip-piForcingsimulation. Partly because of this, Sherwood et al.
(2020) and Forster et al. (2021) assessed the historical pattern effectdmaker and more
uncertain i < '+0.5 W p) than simply taking theamip-piForcingoased model distribution
reported byAndrews et al. (2018p(< T +014® & mT). Subsequently, Lewis and Mauritsen

202N

LJ2

GHAHMO | YR %K2dz S iktolbé less negaiveriw 0 a1V 42 SNDHdasK S dza A y =

datasets than AMIP |l usedamip-piForcingsimulations discussed here.
1.2. Aims and motivating questions

' YRNBga SG fd o6HnmyO LINROARSAE VY degadKobseifed §KS

LI G§GSNya YR n<z odzi 2yté& &4AE ! D/ad TNRY 2yfeé

Hence, a firsinotivation of this manuscript is to revisit their numbers with a broader set of models
by utilizing the nevamip-piForcingsimulations from the Cloud Feedback Model Intercomparison
Project phase 3 (CFMIP, Webb et al. 2017) contribution to the Coupled Model Infmxdean

Project phase 6 (CMIP6, Eyring et al., 2016). The larger ensemble totalling 14 models when
combined will provide a more robust quantification of the magnitude and spreagsgdndn < G 2
broader set of model physics and climate sensitivitieditKa et al. 2020; Meehl et al. 2020; Flynn
and Mauritsen, 2020).

LJdzo £ A

T2
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Secondly, the limited set of models in Andrews et al. (2018) prevented them from robustly exploring

YR ljdzZl yGATE@AY I O KSH WEDbAcis thygdalK lh otheowdrdigish& y <

known whether feedbacks acting over the historical record in AGCMs are correlated to feedbacks

acting on longerm ECS. For example is there a relationship between the two that could form the

basis of an emergent constraint? Do different partshef historical record relate better to

feedbacks acting on loAgrm ECS than other parts, and why? As we will show, feedbacks over
RAFFSNBY G LI NIa 2F GKS KA &G 2 NhRand thiNSiopmaR fok | S RA
understanding wht can and cannot be directly constrained from the historical record.

CKANREFR p< KIS 0SSy aKz2gy (2 OF NB ,abdddgamobdt y G A | f f
negative (pattern effect largest) over recent decades since ~1980 (Gregory arelWA&rD16; Zhou

et al., 2016; Andrews et al., 2018; Gregory et al. 2020; Dong et al. 2021). This is consistent with the
findings ofFueglistaler and Silvers (2021), who identified ~1980 as the point in which the Earth

begins to warm with a particular (evehJS O djfcdnfigdtdition of tropical Pacific SSTs where

dregions of deep convection warm about +50% more than the tropical average NA @Ay 3 f | NBS
yS3AlFGABS Of 2dzR FSSRoOIFO01ad ILhWIFWER n<S AlYNR Y2 (YAoS T2\
1980.This separation leads into our next mativating question.

Fourthly, are observations of recent decadal change since the 1980s consistent with the AGCMs? If

so, what does a strong pattern effect in the presence of a substantial rate of global waridgK

dec?, Tokarskaet al., 2020) imply for the efficiency of ocean heat uptake and is there any
NBfFiA2yaKAL 6SG6SSy GKSYK [2S806 SiG Fft®d® SHAHANT HA
radiation budget post 2014 associated with t@15/2016 El Nifio event and a change in sign in the

Pacific Decadal Oscillation (PDO) index. Such a shift in tropical Pacific SST patterns (a shift to

warming in the eastern Pacifishouldfavourmore positive feedbacks. We ask whether evidence of

this isnow potentially emerging in the satellite record.

Finally and fifthly, a limitation of themip-piForcing: LILINR | OKX a4 RA&0dza@SR Ay {
YR n< RSNAGSR FTNRY (KS&S SELISNAYSyi(ia AyOfdRSa |
seaice in the AMIP Il boundary condition data set used to force the AGCMs (Andrews et al., 2018;

Lewis and Mauritsen, 2021; Zhou et al., 2021; Fueglistaler and Silvers, 2021). To investigate this

further, we supplement the nevamip-piForcingsimulations wih sensitivity tests with eight AGCMs

forced with historical HadISST1 (Rayner et al., 2003) SSTs as per Lewis and Mauritsen (2021).

In summary, previous studies have shown tkak & G 2 N&A O £ Of vafiesioibdeda®&S Ro | 01 6
timescales iramip-piFacingsimulations and is larger in magnitude (climate sensitivity smaller) than

that seen in longerm abrupt4xCOZ A Ydzf  GA2ya | da20AFGSR 6AGK 9/ {=X
SFFSOUQd ¢KAaA Aa FOOSyiddza G§SR 2 @SNJ oidbsebglions RSOl RI €
2F GKS 9FNIKQa SySNHE o dzRappifforcingginationsifsop | YR | y Sé
CFMIP3/CMIP6 (giving us a combined ensemble of 14 models), as well as targeted HadISST1 versus
AMIP Il SST dataset sensitivity tests with eight AG@Msldress the above question.

The manuscript is organised as follows: Section 2 describes the model and observational data.
Section 3 presents the model results. Section 4 brings in the observational data. Section 5 presents a
summary, discussion and taok.
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2. Methods and Data
2.1 amippiForcing

¢ 2 LINB OA RS Sandistevitiwith3h& ob&efvedvariations in SST patterns we turn to
AGCMs forced with observed monthly variations in SSTs aAdeseahile keeping all forcing agents
such greehouse gases and aerosols etc. constant atipdeistrial levels. Sindbe radiative forcing

Aa Oz yrddInyol o06n 0234800 NHzO 8 A R ¥ K yNdT & |R NIAF Lisingefinite
differences between climate stateé\ndrews, 2014; Gregy and Andrews, 2016, Zhou et al., 2016;
Silvers et al., 2018; Andrews et al., 2018). Such an experimental design is now referrathtp-as
piForcing(Gregory and Andrews, 2016). The experimental protocol builds on the Atmospheric Model
Intercomparison Bject (AMIP) design (Gates et al. 1999) that has long been used in climate
modelling, but extends back to 1870 (rather than 1979 in AMIP) and forcing agents are kept at pre
industrial levels. As per AMIP, the underlying SST anitsaiataset used to fae the AGCMs is the
AMIP Il boundary condition data set (Gates et al., 1999; Hurrell et al., 2008; Taylor et al., 2000). A
description of theamip-piForcingprotocol for CFMIP3/CMIP6 is given in Webb et al. (2017). When
forced with observed monthly SSTsdaseaice, AGCMgenerally reproduce the observed
relationships between surface temperature patterns, cloudiness and radiative fluxes well (Allan et
al., 2014; Loeb et al. 2020), lending some credibility to the radiative effects of their simulated
pattern effects to different SST patterns.

Theamip-piForcingsimulations used in this study are summarised in Table 1. They reflect a
combination of new CFMIP3/CMIP6 simulations with the latest generation of models archived in the
CMIP6 database and those used in Andrews et al. (2018) with some updates (see Detow).
exception is MRESM12-LR (Mauritsen et al., 2019); this is a CMIP6 generation model kamits
piForcingsimulation is not currently included in the CMIP6 database. Note that this model contains
the ECHAMG6.3 atmospheric model, so the results otmbe very similar to the older ECHAM®6.3
simulations used in Andrews et al. (2018) and Lewis and Mauritsen (2021), though the models are
not identical owing to differences in atmospheric composition and land surface properties (see
Mauritsen et al., 2019egarding the transition from MAESM1.1 to MPESM1.2). Furthermore, the
newer MPIESM12-LR simulations include a longer tirperiod than the ECHAM®6.3 simulations
(Table 1).

The CFMIP3/CMIRgip-piForcingsimulations begin in year 1870, but we discHrd first year to

be consistent with the earlier Andrews et al. (2018) ensemble which started in January 1871. The
CFMIP3/CMIP6 simulations end in Dec 2014, whereas the simulations in the original Andrews et al.
(2018) ensemble (largely) ended in Dec 20a@art to address this, some of the Andrews et al.

(2018) simulations have been rerun, including CAM4, G¥I® and GFDAM4 simulations, which

now end in Dec 2014 or later (see Table 1). Another difference to Andrews et al. (2018) is that we
now have a abrupt:4xCO220GCM simulation with GFHAIMA4 which they did not consider, to

permit a quantification of the pattern effect in that model. In contrast, we exclude the Andrews et

al. (2018) CAMb5.3 simulation from our analysis since there &nmpt4xCO2A0GCM simulation to
compare against.

The models used, timperiods covered and number of ensembles are detailed in Table 1. Where
ensembles exist, an ensemhbigean dl and d\ is created before analysis. Note that it makes little
difference to<if, alternatively, individual members are first analysed and then the results ensemble
meaned Gregory and Andrews, 2016ewis and Mauritsen, 2021). All models share a common
1871-2010 timeperiod and so the principal analysis is restricted to this tpreod, but we consider

the additional years to 2014 too. All data are gleAahualensemblemeans and expressed as

8



280 anomalies relative to an 1871900 baseline; the timeseries data has been made available (see Data
281 Availability Section).

282 Unless otherwise stated all nartainties in multi model ensembimean resultgepresent a 5%

283 O2yTARSYOS AyGSNBItz OFfOdzZ I GSR A mbdcnp ™ |
284 attempt to adjust our uncertainty for the number of independent modelaused in the esemble

285 (i.e. dividing bysquare root o). Our approach is similar to"statistical indistinguishable ensemble”
286 approach (Annan and Hargraves, 2011; 2017) though likely overstetescertainty in the true

287 value if the ensemble shares c¢hateristics 6 a "truth centred paradigm" (Sanderson and Knutti,
288 2012).

O
Z
fo
Q)¢
QX

289 2.2 HadSSpiForcing

290 To test the sensitivity of thamip-piForcingresults to the underlying SST dataset, we repeat the

291 amip-piForcingsimulations with eight AGCMs (see Table 1) but replace théAMloundary

292 condition SST dataset with HadISST1 (Rayner et al. 2003). All other aspects of the simulations,
293 including sedce, are identical to thamip-piForcingsimulations. This is the same experimental

294 design as Lewis and Mauritsen (2021), and wkidetheir ECHAM®G6.3 simulations here (which again
295 ought to be similar to the MFESM12-LR simulations). The simulations cover a common-feriod
296 across models of 1872010, like iramip-piForcing but some models are also extended further (see
297 Table 1)We refer to these simulations &adSSPiForcing but note only the SSTs are from the

208 | FRL{{¢m RIFEGFaSli o0KSyOS WK |idefenaing ashdamigpFEoiding K y WKI
299 Likeamip-piForcing all data are globannualensemblemeans and epressed as anomalies relative
300 toan 18711900 baseline, and the timeseries data has been made available (see Data Availability
301 Section).

302 Lewis and Mauritsen (2021) provide a summary of the source observational inputs used to construct
303 the AMIP Il and HaBET1 SST datasets and how they differ. In addition, we note that AMIP |l uses
304 HadISST1 SSTs (Rayner et al. 2003) prior to November 1981 and version 2 of the National Oceanic
305 and Atmospheric Administration (NOAA) weekly optimum interpolation (Ol.v2) S§8iana

306 (Reynolds et al. 2002) thereafter. The merging procedure rebases the HadlSST1 SSTs to avoid

307 discontinuities in the merged dataset (Hurrell et al. 2008). Hence AMIP Il and HadISST1 might be
308 expected to be more similar before 1981, and diverge aftedsar

309 2.3 abrupt4xCO2

310 A correspondin@brupt4xCOA A Ydzf | A2y dzaAy3 SIFOK ! D/ aQa O2dzZJ S
311 (G KS Y2 R-ffmGansitiviy yidricsH,, <ucoand ECS 9.5*F,/ <uco) from regression of

312 globalannuatmean dN against d over 150 years of the simulations (see Andrews et al., 2012). We
313 also usesycodiagnosed from years-20 and years 2150 of theabrupt4xCOZimulation following

314 Andrews et al. (2015), which approximately separates thepvitacipal timescalesf the dimate

315 response: the mixethyer and deepcean (see Geoffroy et al. 2013 and Andrews et al. 2015).

316 abrupt4xCO2 datés available on the CMIP5 database (Taylor et al., 2012) for CCSM4CRBDL

317 and HadGEMES. All other abrupdxCO2 data is available dmetCMIP6 database, except for

318 HadCM3 and MFESM1.1. For ECHAMG6.3/MP$M1.1abrupt-4xCOlobatannual mean Nl and

319 dTtimeseries data are provided by Andrews et al. (2018). HadAM3 data is taken from Andrews et al.
320 (2018) and Andrews et al. (2015); whalenean of seven realizations, this simulation is only 100

321 vyears long so the calculations are over years A 1 s&@aNd yegars 220 or 21100 for the

322 separation of timescales in this model.
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Note when aligning each AGCM to its AOGCM, sometimes the AGCHOGCM model names
differ in the literature. We indicate where this is applicable in Table 1. This does not apply to the
newer CFMIP3/CMIP6 simulations which publish their AGCM and AOGCM simulations under
consistent names.

2.4 Observations of recent cidal climate change

¢2 dzy RSNEGFYR 91 NI KQa 3iBeQ1985ive tRristOits Rsdrvedploday’ s G S OK |
mean energy budget (i.eTddN and dF). For @ we use the HadCRU®#&balysis dataset (Morice et al.

2021) (the current version is HadCRUT.B0). This is an improvement on previous HadCRUT

products and extends coverage in data sparse regions (see Morice et al. 202 Hweousk the

best estimate historical ERF timeseries produced by IPCC ARG6 (Forster et al. 20ALyvd-osel

various vesions ofthe DEEP &l 4GSt ft AGS o6l ASR NBO2yaidaNHzOlGA2Y 27F
1985 to neaspresent. These are described in detail in Allan et al. (2014) and Liu et al. (2015; 2017;

2020), but as we will use various versions of this productiwe @ brief overview here. The DEEP

dataset is derived by merging satellite observations ofdbatmosphere radiative flux timeseries

from ERBE WFOV (Earth Radiation Budget Experiment Satellite wide field of view) and ECMWF
reanalysis (ERMterim/ERAD aAy OS wmdohpyp 6AGK / 9w9{ o6/ f2dzRa | yR
System) satellite observed fluxes since March 2000. Hence prior to March 2000 it is largely informed

by ERBE WFOV and ERA reanalysis, then aligns with CERES from March 2000. AMIP and high
resolution AGCM simulations and reanalyses are used in the merging process to bridge the gaps
between products and avoid discontinuities in the timeseries, including a gap in the satellite record

during 1993 and 1999 (Allan et al. 2014)s important to notethat substantial uncertainty in

decadal changes inNdassociated with the merging process affects the record and this is

conservatively estimated to be as high as 0.5 %ar changes applying across the whole record (Liu

et al. 2020). However, uncertaintn the CERES period since March 2000 is much smaller based on
assessment of instrument drift (Loeb et al. 20243rious versions of the DEERJataset exist which

parallel updates to the underlying producsad update the merging procesd/e use the last

version (DEER v5, Liu and Allan 2022) for our principal analysis, which is based on CERES EBAF v4.1
and ERBS WFOV v3, alongside ERAS reanalysis and AMIP6 simulations (Liu and Allan, 2022). To
illustrate structural uncertainties in our analysis weoalsse previous versions (v2, v3 and v4) of the

DEEFC datasetsThe availability of datasets is provided in the Data Availability Section.

3. Historical feedback and pattern effect in amjgForcing and hadSSJiForcing simulations

Figure 1ashows the multmodel ensemble meanTdimeseries in theamip-piForcingandhadSST
piForcingsimulations, alongside an observed estimate from HadCRUT5 analysis dataset. The AGCM
design reproduces the observed historicaihdriabilitywell (the correlation coefficient,r, between
observed and both simulatedidimeseries is 0.97). However the AGCMs do not reproduce the
observed trends precisely, notably oniiiy some observed warming in the most recent decades
(Figure 1a; see algandrews, 20146Gregory ad Andrews, 2016; Andrews et al. 2018). This is
because in the AGCM design only the prescribed SSTs afgks®Ea evolving according to the
observed dataset; the forcing agents (e.g. greenhouse gases, aerosols etc.) are prescribed at their
preindustrial €vel and land temperatures are free to evolve. Hence the AGCMs are free to simulate
their own land surface temperature variability (which may be different front th#he observed
historical record) and trends, which are found to be smaller than that mesebecause the AGCMs

do not include a land surface temperature change that arises as a consequence of increases in
greenhouse gases and other forcing agents independent of SST changes (see Andrews, 2014;
Gregory and Andrews, 2016; Andrews et al., 2018).
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369 As dlincreases, Nreduces (Figure 1b), i.e. the climate losesre heat to space as a consequence
370 of the climateresponse andeedbacks in the systenfrigure 1c and 1d show the difference in thie d
371 and dNtimeseries between thamip-piForcingandhadSSPiForcingensemblemean response. For
372 most of the time the differences vary approximately about zero. However, larger differences are
373 evident from1981 onwards, when theNiresponse iramip-piForcings substantially larger than that
374 inhadSSPiForcingFgure 1b and 1d), up to ~0.5 W?4in some years (Figure 1d). This is consistent
375 with 1981 being the year in which the AMIPII boundary condition source dataset switches from
376 HadISST1 to Ol.v2 SST (see SectioTBi2) motivates us to separate the histadicecord into two

377 time-periods either side of 1980, i.e. 181980 and 198010 (Section 3.2).

378 However, we first consider feedback and the pattern effect that arises when calculated over the
379 historical record as a whole, rather than any tiperiod within (Section 3.1)This is useful for

380 informing studies that the entire observed historical record to estimate ECS via energy budget
381 constraints (e.g. Andrews et al., 2018; Sherwood et al. 2020; Forster et al. R@249.allows a

382 direct comparison of ouresults using a broad ensemble of models to the narrower range of model
383 results reported by Andrews et al. (2018) and Lewis and Mauritsen (2021).

384 3.1 Considering the historical record as a whole

385 Figures le and 1f show thgs = d\/d T relationship in the ensembimeanamip-piForcingand

386 hadSS¥iForcingsimulation for 18712010.<,is determined from ordinary least square linear
387 regression on globannuatmean dN and dl'timeseries datas,s; values for individual models are
388 givenin Table 2 alongside thembrupt-4xCOZensitivity metrics. Across the fourteen model

389 ensemble oBmip-piForcingsimulations<;=-1.65 + 0.46 W MK, slightly smaller in magnitude
390 but with similar spread to the Andrews et al. (2018) ensemble (M&/LJ2 NEESLR4 +<0.48 W in
391 2K d [A1S Ay ' YRNBga Ghal EBRGHNBYAY®>a8 KEFENNSER2 RG K
392 the coupled AOGCIelbrupt-4xCQensemble (Table 2). The pattern effgut < <uxco <hist bEtWEEN
393 amip-piForcingandabrupt4xCO2 & A dickfrom years 1150 of abruptn E/ h 1 (=0.70% 0.47 <
394 W mi?K"across the ensemble (Table 3), whicklightly larger in magnitude but with more spread
395 than that reported by Andrews et al. (2018)&4 + 0.40 W fAK™).

36 Tadf S& H YR o LING&aB daluéskvEen ¢ ASCKY afe $oytéd with HadISST1
397 SSTs insteathddSSPhiForcing and Figure 2 shows the relationshipamip-piForcingp pigi=-1.43 +

398 0.43 W nf K'in hadSSPiForcing(Table 2), which is smaller in magnitude but with similar spread to
399 theamippiForcingNBadzf Ga F0620Sd {dzoaSildAy3ad (2 dikKeRE6HEAIKG !
400 0.16 W nf K* smaller in magnitude ihadSSJiForcingout well correlated (=0.94)with amip-

401 piForcingvalues (Figure 2a, red point3he regression slopes of the red line in Figures 2a (slope =
402 0.9 +£0.2) and 2b (slope = 1.1 + 0.4) are statistically consistent with unity, implying there is little
403 AGCM dependence in the difference b&w y;; frem amip-piForcingandhadSSPiForcing

404 Hence, given thehte strong correlation and close approximation of being parallel to thetormne

405 line (Figure 2, red pointsjvesuggest a simple offset given by the difference (0.26 + 0.163%n

406 Sttt | LIWINRBEAYIF GSE (k& er NBE010G inathippiFortingandhddssTS Sy <
407 piForcing

408 5 S & Ly letdg smaller in magnitude madSSPiForcingn <0.44+ 0.31 W nif K is still large
409 and positive across thieadSSiForcingensembé (Table 3). The smaller uncertainty than dmip-
410 piForcingpattern effect likely reflects the narrower diversity of model physics in the sniadidSST
411 piForcingensemble, for example we do not hakkedSSPiForcingexperiments for the models with
412 the largest (CESM2) or smallest (MIROCSG) pattern effeemip-piForcing If we subset thamip-
413 piForcingensemble to just those eight models with correspondiaglSSPiForcingexperiments (Fig

11
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HOX NBR LRAYyGav:r GKSYy (KS &oLONBEIGNRE A Y251 SafdiNBAR/ oné
from 0.47 to 0.28, which is similar to the spread fountia SSTHhiForcing

That a large pattern effect is present in thadSS¥iForcingsimulationover the historical records

not in contradiction with the results dfewis and Mauritsen 2021 (LM2021), who reported a

WHegligible unforced historical patternefféct 6 A G K 9/ 1! ac ®o ¢KSy HMMBNOSR 4A
becausd_M2021 calculated their pattern effect by comparifjom hadSSPiForcingd 2 < RSNRA OSSR
from acoupled AOGCM historical simulation, or approximations of it from yeasdf1%CO2r

years 150 ofabrupt4xCOZimulations.This necessarily gives a smaller pattern effect because it

excludes many of the SST variations and patterns effects seen @er lttmescales in G@orced
simulations(Senior and Mitchell, 2000; Gregory et al. 20@4drews et al. 2012; Armour et al.,

2013; Geoffroy et al., 2013; Andrews et al. 2015; Rugenstein et al..20h8¢ this might be useful

for trying toquantify diffeeent mechanisms of the pattern effe¢e.g. forced or unforcedjt is a

quantity we ardessinterestedinl & 6S ¢l yid G2 (y26 AemECTan®d ¥ NBf SJI
projections of the late Z21OS y (i dzNE @ ¢ K S NB F.2ofdn yeas IBMNslthe indsyy 3 G2 <
relevant metric (Sherwood et al., 2020), as we have done here.

Following Andrews et al. (2018) we decompeseto its component longwave (LW) clesky,
shortwave (SW) cleasky and cloud radiative effect (CRE, equal tskallminus cleaskyfluxes)

terms in Figure 3. Deviations away from the @neone line indicate a difference amip-piForcing
andabrupt4xCOXx oO0A ®Sd (KS LI GGSNYy SFFSOGuved ¢lofSa 2F
Supplementary Tables-13. It confirms the basic premise that historical LW clgar and cloud
feedbacks are more stabilizing than unddérupt-4xCQ, consistent with lhe mechanistic and

process understanding that the pattern effect arises predominantly from a {eqteg(which affects
LW clearsky fluxes) and cloud feedback dependence on SST pattegiZbou et al., 2016,

Andrews and Webb, 2018, Ceppi and Gregory,72Dong et al. 2019). Figure 3 also suggests there
is a small compensation to the total pattern effect from SW chdagrfeedbacks, likely from séze.
That is, AGCMs forced with AMIP Il boundary conditioAc@ahanges have a slightly more positive
feedback than found in their couplebrupt4xCOZimulations, though the difference is small
(Figure 3). Consequently, a simple attribution of the difference in total feedback betaragn
piForcingandabrupt4xCO20 an SST driven pattern effect (as werbaone here) will slightly
understate the actual effect, though the term is small and we neglect it from now on. We discuss
seaice uncertainties further below.

MIROCE is the only model in thenip-piForcingensemble to have near zero pattern effect (TeaBI

andnote the single black dot on the ofte-one line in Figure 3). The reason for this different
0SKIF@A2dzNI NBYFAya dzyOft SFENXY» hyS O2dzZ R aLISOdz FdS
climate sensitivity and its pattern effect, given that MIR®@$ the lowest ECS of all models

consider here (ECS=2.6K, Table 2). However, we note that there is little correlation between ECS and

n< FONRP&Bn¥@RSEVROUOGKIG aSOSNIf 20KSNJ Y2RSfa 6A0K
Alternatively, it could be that MIR@XQa | G Y2ALIKSNAO LIKe&aAOa NB I NBS
patterns and/or that its AOGChlbrupt-4xCO2varming pattern is more similar to the historical

NEO2NR GKIYy 20KSNJ Y2RSt ad . 20 Kfor1RB1980200d39680 A f f & L
2010 separately (next Section and Table 2) shows that MIROCG6 does simulate a pattern effect, but
achieves a near zero pattern effect over the historical record as a whole by having a smaller (relative

to other models) pattern effect over recent decadeffset by a negative pattern effect over the

earlier period. In additiorand in contrast to other modelsMIROCG6 simulates a negative LW clear

sky pattern effect (red dot below the ore-one line, Figure 3) which offsets its positive cloud

feedback patern effect.
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The model with the largest pattern effect is CESM2 (Table 3). This occurs because of a particularly

large cloud feedback sensitivity to SST patterns (grey dot furthest from th¢oemee line, Figure

3). Zhu et al. (20 argue thatanissuey / 9{ anQa Of 2dzR YAONRLIK& &aA 0a NE
leads to an unrealistically large cloud sensitivity to warming in this model. Whether this is
NBalLl2yairofS F2N GKS Y2RSt Qaphdsé dbHAS hatdindt ty@chlly STFFS O
beenassociated with the pattern effect, though might clearly be of relevance to pattern effects over

the Southern Ocean (Dong et al. 2020; Bjordal et al. 2020). It would be interesting in future work to

identify the different cloud types associated with thetfgan effect and sensitivity experiments with

CESM2 to investigate which aspects of the cloud feedback change with different cloud microphysics
schemes.

Many of ouramip-piForcing(eleven models) andadSS¥iForcing(five models) simulations

continue to 2c 2014 (Table 1), so we consider how this extended period affects the overall
assessment of the historical pattern effebithe elevenamip-piForcingd A Y dzf | ,i4AR6F#HA = <
0.48 W nt K'over 18712010, but this increases in magnitude<g,=-1.71+ 0.51 W nf K*if
calculated over 1872014 (Supplementary Table 4). An increase occurs in every model and the
magnitude of change across the ensembl@.@7+ 0.06 W it K* (Supplementary Table 4). In the

five hadSSPiForcingsimulations <,s=-1.47+ 0.45 W rif K' over 18712010, but this increases in
magnitude to<ys;=-1.52+ 0.42 W rif K*if calculated over 1872014 (Supplementary Table 4). The
magnitude of the increas®(05+ 0.04 W rif K%) is thus slightly smaller in this detet

(Supplementary Table 4).

While we have focused on the SST driven pattern effect, a remaining structural uncertainty in
assessing total feedback differences betwego.and <, relates to the sedce dataset used to

force the AGCMs. Andrews et §1018) provided a sensitivity test (see their Supplementary

Material) by repeating theamip-piForcingsimulation in two AGCMs but forced with HadISST2.1
(Titchner and Rayner, 2014) SSTs and@marhey found that the historical feedback parameter
increased by ~0.6 W K" when forced with HadISST2.1 compared to AMIP II, and attributed most
of this change to differences in the s&® datasets rather than SST. They noted thatISST2.1 has
substantially more préndustrial Antarctic sedéce concentratn (seeTitchner and Rayner, 2014

and so generated more séee loss (more positive feedback) over the historical period (Andrews et
al. 2018), as well containing large discontinuities in the timeseries. The historidaédeands and
associated feelolacks over the Southern Ocean in the HadISST2.1 dataset are difficult to reconcile
with those found in AOGCMs and our physical understanding of them (Schneider et®l.\Réldo

not pursue this further, but simply highlight that dataset assumptions nadmaut preindustrial sea

ice concentrations in Antarctica can have substantial impacts on diagnosed feedbacks in AGCMs and
remains an outstanding uncertainty in assess total feedback differences. Fortunatatyipin
piForcinghe difference in SW cleaky feedback (which will be strongly impacted on by-gea
feedbacks) is similar to that seen<dpcox(Figure 3) so this can be ignored if the focus is solely on SST
driven feedbacks in the atmosphere.

In summary, for warming since the 1800s (using eift&#1-2010 or 18712014), bothamip-
piForcingandhadSS¥iForcingsuggest a substantial pattern effect between radiative feedbacks
operating over historical climate change and ldegn ECS.

3.2Considering the historical record before and after 1980

Wenow return the divergence inMiresponse betweemamip-piForcingandhadSS¥iForcing
simulations around 1980 (Figure 1d). As well as the change in behaviour discussed above, 1980
provides a convenient separation of historical feedbacks and the patterotdéfetwo other
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motivating reasons: (i) Fueglistaler and Silvers (2021) identify ~1980 as the point in which the Earth
begins to warm with a particular configuration of tropical Pacific SSTs wégiens of deep

convection warnsubstantially more than th tropical mean, driving large negative cloud feedbacks
and consistent with a large pattern effect over this period (Gregory and Andrews 2016; Zhou et al.,
2016; Andrews et al., 2018; Gregory et al. 2020); anBuy@plistaler and Silvers (2021) also iifgn
~1980 as useful approximation of when the satellite era was integrated into the global observing
system, and so developing an understanding of feedbacks and the pattern effect specifically from
1980 onwards will aid interpretation of our most compemsive observations of climate change and
how they might relate to the future change (next Section).

Figure 4 compares the surface temperature trend over the two {pegods 18711980 and 1981

2010 inamip-piForcingandhadSSPiForcing Differences betwen the two SST reconstructions are
extremely subtle. For the earlier 182DB80 time period, warming is more uniform, in part because
of the longer timeperiod considered which will smooth out variability. Since 1981 in contrast, there
has been strong westn Pacific warming with eastern Pacific cooling, despite temperatures
increasing in the global mean. Hence, we might expect a small pattern effect prior to 1980 and a
large pattern effect post 198(.g.Gregory and Andrews, 201Bhou et al., 2016, Andwes and

Webb, 2018, Ceppi and Gregory, 2017; Dong et al. Z0idlistaler and Silvers 2021

Figures 1g and 1h show thgs = d\/d T relationship in the ensembimeanamip-piForcingand
hadSSPpiForcingsimulation for 18711980 (grey points) and 1981010 (blue points). Results for
individual models are given in Table 2. Figures 1g and 1h confirms the basic premisg; that
strengthens in magnitude post 1980, consistent with the change in SST patterns (Figure 4).

For the earlier timeperiod, 18711980,<,=-1.14+ 0.33 W it Ktin amip-piForcings similar to<s
=-1.25+ 0.37 W rif K in hadSSPiForcing(Table 2); suggesting little sensitivity of the results to
these two SST datasets over this time period. This is unsurprising given thistésets are similar
(though not identical) prior to this period (Section 2.2 and Figure 4). For the eight AGCMs that
performed both simulations Figure 2a shows the relationship betwsggin amip-piForingand
hadSSPiForcing For all timeperiods<,i¢ in amip-piForcingandhadSSTiForcingare found to be

well correlated{x n ®y nX CA I dzNBE H-1980Pesult® &, divElgs fEllIcldEE th BN My T M

oneto2yS fAYyS 006fdzS R20GaZI ChDBApeBshaddd arkag iR Figure Q)K A y
This suggests that for 1871980<, is broadly independent of the twBST datasets (consistent with
their common basisand that the pattern effect is small for this time period. Indeed, the 18980
pattern effectis small but positivey{ < 0.19+ 0.35 W rif K* in amip-piForcingand 0.26+ 0.28 W m

2K in hadSSPiForcing Table 3 and Figure 2b).

In contrast, for 1981 onwards (i.e. 19811 m mipissgenerally far from thegcorange (i.e. a large
pattern effect) and away from the on#-one line (i.e. a dependence on the SST dataset) (Figure 2a;
grey points). Indeeds,ssover 19812010 is substantially stronger in magnitude than over 18980
(Shist=-2.33#+ 0.72 W rif K* in amip-piForcingover 19812010, Table 2; Figure 2a) and the pattern
effect is largej{ < 1.38+ 0.75 W nif K*, Table 3; Figure 2b), although somewhat weaker in
magnitude inhadSSPiForcingn < 1.12+ 0.69 W rif K*, Table 3; Figure 2b). For 198Q10,<is; is
generally weaker ihadSSPiForcingTable 2; Figure 3a) by 0.28.48 W nrif K across the eight
AGCMs using both SST datasets.

These results are generally consistent with Fueglistaler and Silvers (2021) and Lewis and Mauritsen
(2021) who both point to the AMIP || SSTadat as having larger (relative) western tropical Pacific
warming than in other SST datasets, and hence from the process understanding we would expect a
more negative feedback (and larger pattern effectamip-piForcing as found aboveThe one
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550 excepton is GFDIAM4, which simulates a more negatidg, under HadISST1 SSTs than AMIP |l

551 from 19812010, and so a larger pattestfect over this period under HadISST1 SSTs (Tables 2 and 3
552 and the single grey dots in Figures 2a and 2b which sit on the sitheof the oneto-one line from

553 the other models). The reasons for this remain unclear.

554 In summary we have shown that a division around 1980 usefully separates historical climate change
555 into two time-periods: (i) pre 1981 the Earth warmed over most of irstorical record with an

556 averaged warming pattern that is relatively uniform, and feedbacks largely consistent wittelong

557 ECS feedbacks (i.e. a relatively small pattern effect), and (ii) post 1980 where the Earth warmed with
558 a particular configuratio of strong SST gradients that drove feedbacks much more stabilizing than
559 those seen in longerm ECS feedbacks (i.e. large pattern effect), albeit with a sensitivity of the

560 magnitude of this result to the SST dataset considered.

561 3.3 Relationships betwednistorical and ECS feedbacks

562 We now consider whether feedbacks over the historical pericahiip-piForcingarerelated to
563 <ucoz This is in contrast to the previous sections which only quantified their difference (i.e. the
564 pattern effect).

565 Firstly, we nte that the spread in feedbacks across models over the earlier ¢188Q) timeperiod
566 inamip-piForcingare well correlated with the spread in feedbacks across modelbrimpt-4xCO2
567 (r=0.69, Figure 5a). In contrast, feedbacks over the most recentddeqd9812010) are only weakly
568 O2 NNXB I jic5{R=0.2Z7) Bekondly, feedback over the full historical record (2&AD) is only
569 weakly correlated with feedback from the 1871980 timeperiod §=0.45, Figure 5b). In contrast,
570 1871-2010 feedback istiongly correlated with feedback over the most recent 198110 decades
571 (r=0.91, Figure 4b). This strong correlation between 12810 and the 1872010 feedback arises
572 because the spread for 1872010 is dominated by the spread for 198010.

573 Given that he feedbacks applying in 184D80 and in 1982010 are different, we infer that

574 variation in thepattern of SST over tise two periods is dominated by different effects. Because the
575 feedbacks of 1871980 are correlated witlebrupt4xCO2the difference ktween the two periods
576 could be explained by GBeing the dominant influence in 1871980SST patternswvhile something
577 else(e.g. perhaps variability, aerosol, volcanistaninates during 1982010. This is only a

578 hypothesis, because these experimentsmibd provide a way to attribute the observed SST changes
579 to causes.

580 The result is that the spread in feedbacks over the full historical recordrdyeveaklycorrelated

581 ¢ A (,KoAr<051, Figured), because of the strong pattern effect post 1980. Hemaecan say little
582 | 0 2 dzii FcealireetNdrom<climate change post 1980 or even the full historical record without
583 adjusting for a pattern effect. In contrast, the feedbacks operating over the earlier11830 time

584 LISNA 2R I NB QR.NIBX Higiiré %, but hefe khe elimate change signal is smaller and
585 the observations poorer which limits the utility of this timperiod to act as an observational

586 constraint.

587 That recent decadal feedbacks are the most unrepresentative of thetemngclimate sensitivity is

588 unfortunate, not just because it coincides with the advent of the satellite record and so is extremely
589 well observed, but also because climate change since ~1980 ought to provide the best constraint on
590 ECS (e.g. Jiménde-la-Cuestaand Mauritsen, 2019). This is because it offers a strong global

591 warming signal, which AOGCMs attribute to greenhouse gas increases, while avoiding the

592 uncertainty due to aerosol radiative forcing, which has only changed slowly over this period (at least
593 globally, strong regional changes may have impacted on SST patterns, e.g. Smith &;al. 201
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Takahashi & Watanabe, 201dpseid et al., 2020). Although feedbacks operating over the earlier
18711980 part of the historical record are correlated witimg-term CQ induced feedbacks, a
reliable observational constraint is harder because the climate change signal is smaller and the
observations poorer. We discuss this further in the Discussion section.

Up to now we have only considered a comparisoaruip-piForcingfeedbacks to a single definition

of abrupt4xCOZeedbacks (i.e. feedbacks diagnosed over yedatSAinabrupt-4xCO2 Here we
ONASTE & 02y akdniie tvéptihciNg timksgates of thebrupt4xCOZesponse
following AndrewsS & I £ @ & H N M pLBo0ERyeats 2D @ dast timedcale) ang AB0 (a

slow timescale) (Table 2). The rationale is that 20 years is approximately the timescale required for
the mixedlayer to equilibrate in response to step forcing, and angsequent climate response

scaling with theslowerdeep-oceantimescale as approximated by twtayer models (Held et al.,

2010; Geoffroy et al., 2013; Gregory et al., 2015).

CA 3 dzNB  pdomalBRAIOE0 isdargely scattered about the oteonef A Y S ,ékramK <

years 120, suggesting little to no pattern effect between these two. Thigotentiallyconsistent

with the historical record largely being the result of the faster timescale responses (Held et al. 2010;
Proistosescu & Huybers, 201T contrast, posm @y wa:is far from the oneo-one line (i.e. large

pattern effect to years 20 ofabrupt4xCO2Figure 5c¢) but is marginally correlatedd.53),

suggesting recent decades do contain some information relevant to the feedbacknstéhenfast

timescale response to GQHowever, the longeterm feedbacks associated with the slow timescale

response to CQ(years 21150 ofabrupt4xCOZ CA 3 dzNB p RO K| ZiSpost®8002 NNB f |
(r=-0.06, Figure 5d). This is not surprisingegithat the eastern tropical Pacific and Southern Ocean

have largely cooled in the pe4880 period, while they warm substantially over yearsl80 of

abrupt4xC0O2

3.4 Decadal variability in feedbacks and the pattern effect

In this final section of @€ results we present how,s; and the pattern effect varies on decadal
timescales in thamip-piForcingandhadSS¥iForcingsimulations.

Following Gregory and Andrews (2016) we calcugte= d\/d T over a moving 30 year window in

the amip-piForcingand hadSSPiForcingd A Ydzf | GA 2y & 6 CA 3 dzNJ caictlated y R

(@]}
C-
©

over the 30 year period 1925 to 1954 is presented at year 1939.5 in Figure 6. In Figarthe &8V
and SW cleasky and cloud radiative effect of the feedback are also shown. The correlation
coefficient between themip-piForcingand hadSS-piForcingmulti-modelmean<s; timeseries is

ndyns &ddzZ33SadAy3

0 KS @N&iatighs aeSroblistidiiBesSSRdhtasétk B RSOl

LJ- NI A.Quizhks (MAsknegative, smallest pattern effect) around 1940 while generally being large
in magnitude (large pattern effect) over recent decades (see also Gregory and Andrews, 2016; Zhou
et al. 2016; Andrews et al. 2018; Gregory et al. 2020). The clear sky feedbacks (Fifuaes 6¢
fINASte aidl of Sz asklinbsSentiibKelplainied Wyvariatior2iy cloddyfeedback
(Figures 64n), consistent with previous findings (e.g. Zhou et al. 2016; Andrews et al. 2018).

In Section 5, we discuss further the reasons for the decadal variations in SST pattesqs, ded
whether theyare the result of spatiotemporal changes in forcings such as aerasatgcanic

forcing or due to unforced variability.
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638 4. Observed climate change

639 We next consider whethdhe radiative feedback and pattern effectgmulated by the GCMare

640 consistentg A UK 20aSNIISR @I NA I (A 2.\GEegoly ¥t ali(R030) &sheddi K Q& Sy S|
641 similar questiorfor the post 1980 periodnd suggested they are (see their Fighicg but here we

642 go a few steps further. Specificalhgt only do we consider the po4880 period, bualsoassess

643 OKlIy3aSa Ay (GKS 9FNIKQa SySNHe iowsigas ihe imdicationsi 2 (G KS
644 of astrongly negatively feedback parametéarfe pattern effect since 198%n the observed rate of

645 global warming.

646 TheobservationsalsoLINE @A RS |y 2 LILI2 NJInddypattérd effécestimaiduy B dafedzNI <
647 with the most recently observed data (up to and including 2019), whereas our GCM analysis

648 generally finished in 2014. The observations post 2014 periodfgrarticular interest given they

649 include the major ENino event of 2015/2016 that was associated with easfeacific warming and

650 marked changes in the observed radiation budget (Loeb et al. 2020; 2021). We expect these post

651 Hamn &SI NB (2,.d0dteSattery efféctydiven@he precess understanding discussed

652 previously (e.g. Zhou et al., 2016, Andrews and Webb, 2018, Ceppi and Gregory, 2017; Dong et al.
653 2019).

654 4.1 Comparison of AGCM results to observed estsnate

655 2SS FTANRG @I f A Estinia®s otieKrBcert d2¢ades. Jo do this we use a merged satellite

656 dataset (ERBE WFOV + CERES) (Allan et al. 2014) that provides an observational eshimate of d

657 variations from 1985 to 2019. Fom@ve use the HadCRUT5 analysis dataset (Morice 203al). For

658 dFwe use the IPCC ARG (Forster et al. 2021) best estimate historical ERF changes. These datasets are
659 described in further detail in Section 2.4. We first consider thger period 1985 to 2014,

660 consistent with many of the AGCMs.

661 Figure 7a ad 7b show the @, dN and d~timeseries over this periodhe 19854 n mn W2 6,48 SNIWSRQ
662 =dF¢N)/dT~ 2.0 £0.7 W K relationship is shown in Figure 7d. Note the state@586

663 uncertainty ist1.645 from the standard error of the linear fit, with rallowance for systematic

664 uncertainties.As discussed in Section 2.4, observed nudtiadal changes in\thre subject to a

665 substantial uncertainty (up to 0.5 WiHprimarily related to the breaks in the record prior to 2000,

666 though are considerably smaller afterwards (Liu et al. 20R@te also that years 1992 are

667 excluded from the calculation as these years are identified as being strongly impacted by the

668 volcanic forcing from the Pinatubo eruption (Figure 7b). Whilgtis robust to this\ye get just the

669 same<s~-2.0 0.7 W MK if we includethese years), including these years has an impact on the
670 ocean heat uptake efficiency estimate (see Sectic®). The observed 1985 n My, estimate is

671 shown on Figure 6a and 6b (red line) as an illustration in comparison to the AGCM decadal variations
672 A Vhia®< ¢ KS 2.6 BeS Bsintate agrees exceptionally well with the AGCM rmudtdel mean,

673 and narly all models are within the-85% uncertainty estimate as they approach the 12834

674 value (Figure 6a and 6Db).

675 A more rigorous comparison of individual AGCM results to the observed estimate is shown in Figure
676 y ® | SNB {sEimateDffomamip-piForcingandhadSSPpiForcinghave been calculated in

677 the same way as the observations, i.e. over 12834 excluding 1992. The overlap between the

678 model and observed estimates points to broad consistency between the models and observations in
679 the reent decadal value o, (Figure 8). fie large uncertainties (which are likely underestinthte

680 since we have not accounted for structural errors) inhibit a more precise validation of individual

681 models against the observed estimate.
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For the full thehistorical recordwe estimate<,gfrom IPCC AR6 assessed chang@&shrandF

Forster et al. (2021givethese aqnT= 1.03 + 0.2&,nN = 0.59 + 0.35 W thandnF= 2.20 [1.53 to
2.91] W n¥ for the time-period 18581900 to 20062019.For simplicity we & & dA¥=2.2m+ 0.7 W
m?, where we havapproximaedii K S dzy O S Rds bGaussiad Raidgnly pampling (with
replacement) from theGaussiamistributionsin nN= FIiny R3 fp 3,530 K¢ pF) KTA-1.6+0.8

W mi? K. This isagain inagreemen with the amip-piForcing(<s; =-1.65+ 0.46 W nf K%, Table 2)
andhadSSPiForcing(<ys: =-1.43+0.43 W nf K*, Table 2) 1872010 ensemblg though an exact
match is not expected given the slightly different thperiods and methodse(g.finite differences
versus regression) usestill, he agreement provide¥ dzNIi K SNJ O2y FARSYy OS Ay GKS
radiative response to observed SST andiseavariationover the historical record, and strengthens
the conclusion thats: has become rore negative over recent decades compared to the longer
1871-2010 timeperiod.

Finally IPCC AR#&ssessethe longterm ECS relevant feedback parameter (analogous te<Qus)

to be-1.16+0.65 W nf K* (Forster et al., 2021) by comling lines of evidnce from observations,
theory, process models and GCbtsindividual climate feedbagirocessesCombining this with our
observeds estimates above gives an estimate of the pattern effect independently of our GCM
ensemble. This gives estimatedpattern effect of ~0.8 + 1.0 W AK* for 19852015and ~0.4 + 1.1
W mi? K*for the full historical recordthe 18501900 to 20062019change$. While the uncertainties
are substantial, thee is again agreement with our GCM results.

4.2 Recentobservedrendsand the efficiency of ocean heat uptake

2SS KIFI@gS asSSy GKIG 020K Y2RSfa FyR 204ASNBSR O NRA |
Earth having had strongly stabilizing feedbacks over recent decades relative to AOGCM feedbacks

under longterm CQ forced climate change. Quantifying this in a different way, a feedback

parameter of ~2.0 Wm? K? suggests an EffCS BExK nhigs low as ~ 4.0/2.0 ~ 2.0 K operating over
19852014, assuming = 4.0 W rif (Sherwood et al. 2020From this itseems possible that the

rate of global warming over this period (~0.19 K Hékokarska et al., 2020) might have been larger

hadthe Earth warmedbver this periodwith a pattern of SSassociated withmore positive

feedbacksas found in earlier parts diie historical record (Section.3owever, we also investigate

the possibility thatthanges in ocean heat uptake efficiemagtyhavecompensate the changes in
feedbacks antbw EffCS to maintaithe higher warming rate over this period.

Todothiswetdy G2 GKS WOf AntsWEKNB ai BEBWNWDHST¥2R8St 2F DNB
Forster (2008) to analyse the ocean heat uptake efficiehayr(its W n¥ K*). This is expressed as
dF=" dT, where” =¢-< = SAyaR R S F A WA Rand-isifourid tofbe skongly related to the
GKSNXYIFt O2dzLd Ay 3 2&'2bétiveeh tifieluppérart lodef dcéad in the thMyer
model (Gregory et al. 2015; see their Figure 8). While the-lzgrer model is a gross simplification of
the climae system(we discuss potential limitations belong=" dTis found to be an excellent
approximation (=0.86)over 1985¢ 2014 (excluding the 1992 Pinatubo years, see below) in our
data (Figure 7c). From this relationship we deducedF/dT~ 2.4+ 0.5W m? K" over 19852014
(Figure 7yandsimilarly’ KN/dTR 0.4 + 0.8 W ihK". In contrast, AOGCM simulations of steady
increasing COgenerally have a larger ocean heat uptake efficigficy0.73 + 0.18 W thK* for

years 6180 of CMIP5 1%C0O2 AQSIimulations Gregoryet al., 2015).

Another effect on surface temperatutte consider is thgossibilitythat the pattern of surface

warming and/or atmospheric circulation may change the efficiency of global heat uptakeydhus
onlyis<inconstant, buf may also vary toolUsing passivecean uptakexperimentswherein
oceancirculation cannot change, Newsom et al. (2020) find that ocean heat uptake efficiency can be
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expected to be smaller when warming is enhanced in the tropics (wheep dcean ventilation is
small) and larger when warming is enhanced in the high latitudes (where deep weetiation is
large). With relatively small warming in tkeuthern high latitudes, this suggests that the
surface/ocearmmixed layer might have bedess efficient atluxing heat into the deep ocean over
the same period as the large pattern effect, potentially enhancing global surface warming and
muting some of the impact of feedback changes. However, stronger trade winds, as have been
observed ovefl981-2010, can also be expected to accelerate subtropical cells, enhancing ocean
heat uptake efficiency and slowing global surface warming (England et al. 20#fe@mot
accounted for in the passive ocean heat uptake experiments of Newsom et 20) (atus,
variations in both radiative feedbacks and ocean heat uptake appear to be physicallythiniegh
SST patterns and may even to some extentaxy (Newsom et al. 2020).

As our dN timeseries does not predate 1985 we cannot investigate wheth®as varied in a way

GKIF G 62dZf R O2 daprioSdN1985 Kristgad, Sva go Xoyivare in time exploiting the
datasets up to and including 2019. This includesntizgor EdNino event of 2015/2016 and marked
changes in the observed radiation budg@ebeb et al. 2020; 2021). Figure 9 illustrates the impact of
this event on the pattern of decadal surface warming trends. Over 28849 there is marked

cooling over the eastern Pacific (Figure 9a) which is much reduced when the pattern is calculated
over1987-2016 (Figure 9kp include the peak 20136 EINino years The difference (Figure 9c)
shows the warming event of the 2041% EINino on the eastern Pacific, while cooling in the western
Pacific, as well as a slight reduction in Southern Ocean codliig is precisely the pattern of SST
OKIy3aS gSQR SELISO& (2 KI@S Ly AYLIOG 2y

Table4 shows the impacton 38 S+ NJ RSNAGSR "I < FyR ¢ @I ftdzSa Y23A
to and including 199Q019. Figuré (red crosses) shows these additional 5 years in comparison to

the 19852014 | YR < NBf I A2y AKALIA® t 240 Aramdnalhttiered NBRdzOS a
crosses fall below the 1985 n mn < NBf | (i 7d Tisiscansbtehtyvith@rocekzdel

arguments that the shift to eastern Pacific warming post 2014 ought to drive more positive

feedbacks and consequently a reduction of the pattern effect over these years. If the AGCM

simulations were extended to cover this tipperiod we ought to exgct them to simulate a similar

response. This would be worthwhile future work commpkntary to Loeb et al. (2020).

Ly O2 y (i Ndrelativelyistable<t@ these additional years (Taf)land the 19852014°

relationship is found to be an excellent plietor for 20152019 (red crosses fall on or close to the

line, Figurerc). A consequence 6fo SAy 3 ¢St t | LILINRPEA Yl G SR(edualtoO2y & il
b <0 Ydzad O2YLISyalidS F2N GKS OKI yd@dnedbhlits< ® ¢ K dza
impact on surface temperature is buffered by a change in ocean heat uptake efficiElnisyis

consistent with the original hypothesis that variations in SST patterns affect both heat loss to space
(radiative feedbacks) and the efficiency of heat Uggénto the deepocean in a way that might eo

vary (Newsom et al., 2020). However, the extent of any-emttielation is unclearit may simply

apply to short term variability It clearly does not apply to longéerm forced changesyiven that

Gregory efal. (2015 found substantial variations in, which would not occur ff and<were

strongly anticorrelated.

While the zerdayer model appears to work well on this short timescale (Figure 7c) we caution
against assming all changes in ocean heat contan¢ driven by global, as assumed by theNd=

¢ TRrelationship This is because, especially on short timescales, other influences that do not
correlate with globall, such as windiriven ocean circulation changperhaps will also alter ocean
heat content (England et al., 2014). In such a situation, it would be reasonable tdNmrit€ + U
where U isan additionalterm to the heat balancenot related to global. This implies NF'Tc U/T,
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773 and including this ternin the forced heat balancéy =F+<T+ U, gives  [-F)/ctJ/T. ThudJ/T

774 would perturbthe estimate of 0 LJ2 & A (0 A<D SO Iy dgyDBINDA @S/ Ry dzYo SN Ay
775 directions, as we see in our data. Hence our results are potentially evidence for variation in ocean

776 heat content not driven by globdl but we cannot say exactly what itg®ther than it does not

777 scale with global.

778 We caution that structural errors could impact on our diagnosis. Specifically it <are related

779 to dNand soany bias or error in the observedNdrend would bias and<in opposite directions.

780 Moreover  =dHdTwould be unaffected by any bias orer in d\, and so the antcorrelation would

781 compensate to leavée  F <ufaffected. We illustrate this in Tablle which shows these quantities

782 calculated over 1982014 using 5 available different versions of the DEKER datasets (see

783 Section 2.4). Bferences in the results emerge feduces in magnitude from-2.2 Wm? K* to ~-2.0

784 Wm?K*, with a compensating increasefihas the DEEE datasets transition from v3 to v4 (i.e. v2
785 and v3 give the same results, as do v4 and v5), highlighting the impact of potential structural errors
786 in these results. We do not purse the cause of the difference in the results, but it isdilety

787 changes between v3 and v4 in how the DEERethod bridges the gap between satellite products in
788 the 1990s (a longer adjustment period and a different modelling ensemble is used) (Liu et al., 2020).
789 However it is also important to note that the obsational record since 2000, applying the CERES
790 dataset, is subject to much smaller structural uncertainty than the earlier record implying a greater
791 confidence irour analysis ofhe anomaloudN variations pos2014.

792 4.3 Effect of the Pinatubo volcaniaption

793 Finally, we comment on the effect of the Pinatubo volcanic eruption on these results. There is a large

794 negative spike inldand dN around 1991 and 1992 (Figurk). While we found no impact of these

795 years on our estimate of 19854 N MR, they have a strong impactonl YR ¢ & Ly Of dzZRAy 3
796 years in the regression analysis, we finddF/dT~ 2.9+0.7 W n*K*and® RK/dTR 0.8 +0.9 W

797 m?K?®, much larger than when these years are excluded from the analysis as above. This is

798 consistentwiKk DNBI2NE S Ff® owHnmply ¢K2 F2dzyR KS Wi NI
799 1/°, units K W m?) to explosive eruptions to be smallérlarger) than that evaluated in AOGCMs

800 under steadily increasing G@rincipally because the surface/mixéayer readily gives up heélt (

801 larger) in response to a shedlived forcing like an explosive volcanic eruption. Hence if the-time

802 LISNA 2R dzyRSNJ O2yaARSNIGAZ2Y O2y (¥ Ak ¢S NEIFNERSO2 DAl Y
803 is found to be a poor appwimation (i.e.” not constant) over the entire timgeriod because it

804 neglects the importance of the upp@cean heat capacity on short timescales (Gregory and Forster,

805 2008; Held et al. 2010; Gregory et al., 2016). This manifests itself as a senditiatyds to the

806 inclusion or exclusion of volcanic years, as we have found here.

807
808 5. Summary, Discussion and Conclusions
809 5.1 Historical feedbacks and the pattern effect

810 The dependence of radiative feedback on the pattern of SST change was investigated in fourteen
811 Atmospheric General Circulation Models (AGCMs) forced with observed variationssinrfeae

812 temperature (SST) and séz over the historical record from 1874 nearpresent @mip-piForcing

813 experiment). We found that the pattern effect identified in a previous model intercomparison

814 (Andrews et al, 2018) is largely robust to a wider set of new generation AGCMs with a broader range
815 of atmospheric physics and clite sensitivities. Our qualitativeonclusions were not strongly

816 dependent on the AMIP 8ST dataset used to force the AGCMs; indeed, the feedbagighin
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AGCMausingSSTs from HadISSThadqSSPiForcing were found to be strongly correlated with

feedbacks inamip-piForcing though the magnitude of the pattern effect post 1980 was found to be
smaller under HadISST1 SSTs (see also Andrews et al., 2018; Lewis and Mauritsen, 2021; Zhou et al.,
2021; Fueglistaler and Silvers, 2021).

Separating the historicakcord at 1980, we found that over 184B80 the Earth warmed with a
relatively uniform warming pattern and feedbacks largely consistent and strongly correlated with
long-term abrupt-4xCOZeedbacks (i.e. with relatively small pattern effeétigures 2 ad 5). In
contrast, post 1980 the Earth warmed with a strong tropical Pacific SST gradient (Figure 4) where
regions of deep convection warsubstantially more than the tropical meaRueglistaler and Silvers,
2021). This drove largeegative feedbacks anghttern effects in both ouamip-piForcingand
hadSSPpiForcingsimulations, consistent with the physical understanding of how lapse and

cloud feedbacks depend on tropid@cific SST patterns (Zhou et al., 2016; Andrews and Webb,
2018; Ceppi and Gregy, 2017; Dong et al., 2019).

As well as a large pattern effect, feedbacks post 1980 were found to be uncorrelated with long term

CQ driven feedbacks (Figure 5). This is unfortunate, because the feedback inferred from this period
therefore does not cortsain the CQfeedback or ECS. It is also surprising, because the period since

~1980 contains a well observed large global temperature response, which AOGCMs attribute to
increasing greenhouse gases, and it avoids the aerosol forcing uncertainty isstreelietla-

Cuesta and Mauritsen, 2019). Despite this, it turns out to be the worst period for inferring the

9 I NJi K-f&m CQ2lishate sensitivity from the observed global energy balance. Conversely,

feedbacks acting earlier in the record (18¥480) ae representative of the lonterm response (i.e.
aYFtfSNI LI GGSNY ST 7T&edcss myddls, yetxhis aiddhash bmiplfer 6 A 1 K <
climate change signal andrist aswell observed, containing much larger uncertainties relative to

the climae change signal (e.g. Otto et al., 2013), as well as a large forcing uncertainty. Hence the
usefulness of thistm&JSNA 2R A& fAYAGSR F2N aSddAay3a | 02y aiN

Considering the historical record as a whole is useful for informing studies théteisatire

observed record to estimate ECS via energy budget constraints (e.g. Sherwood et al. 2020). We
found that the pattern effect over 1874 n m n (i 20.76+0.471\W rif K* in ouramip-piForcing
SyasSvyot $0.44y¥®R31 Wit KFin hadSSPpiForcing where the smaller uncertainty in
hadSSPpiForcindikely reflects the narrower set of model physics in this smaller ensemble (we do
not havehadSS¥iForcingexperiments for the models with either the largest (CESM2) or smallest
(MIROCSG6pattern effects inamip-piForcing. The question therefore arises as to which of these
estimates ought to be used for adjusting historical energy budget constraints on ECS for pattern
effects.

Both Lewis and Mauritsen (2021) and Fueglistaler and Silv@24)2howed that the AMIP |l dataset
had the largest warm pool trends relative to the tropicadan of all SST reconstructions they
considered. Hence one interpretation of our results is that the pattern effeamip-piForcingmight
usefully be regardeds an upper bound on the structural uncertainty of the experimental design to
observational uncertainty in SST reconstructions. A best estimate might place more weight on the
hadSSTiForcingpattern effects, which have warm pool trends (relative to thepicatmean) closer
to the middle of the range of SST reconstructions (Fueglistaler and Silvers, 2021; Lewis and
Mauritsen, 2021). In that case, we recommend a best estimate of the historical pattern effect of
0.44+0.47 W n¥ K* for the time-period 187-2010, which represents the pattern effect from
hadSSPiForcingout retaining the larger uncertainty from the (larger ensemlasjip-piForcing
results.If calculated over 1872014 the pattern effect increases by 0.8%.04 W rif K*according

to the hadSSJpiForcingensembleThis best estimate of the historical pattern effégtlose to that
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used in Sherwood et al. (202®ho assumed a value of (9.5 W n¥ K* (they were informed by
Andrews et al. (2018) but allowed for a potentially smaller @atteffect than that study based on
expert judgement. In the future, a model intercomparison of the pattern effect to a broader range
of SST datasets would be useful to address any outstanding structural uncertainty to SST

reconstructions.

To provide indpendent evidence for the historical pattern effect, we used IPCC AR6 assessed
changes im, NandFbetween 18561900 to 20062019 (Forster et al. 2021) to estimate a historical
feedback parameter of,ss=0 N¢NFO KTp-1.6+0.8 W ¢ K. Thiswas found to bén agreement
with the amip-piForcingandhadSS¥iForcingensembles. IPCC ARBoassessed the lontgrm ECS
relevant feedback parametgr1.16+0.65 W nt K*, Forster et al., 2021) from combining lines of
evidence from observations, tey, process models and GCMs on individual climate feedback
processes. Contrasting this with tkig; estimate above gives an estimate of the pattern effettd.4

+ 1.1 W rif K*for historical changes betweel850-1900 to 20062019 While the uncertainies are
substantial, tlisisin agreement with our GCMased estimate of the historical pattern effect.

5.2 Observed climate change since 1985 and ocean heat uptake efficiency

{FGStEEtAGS o0FaSR NBO2yadNHzOiA2ya 2F GKS

parameterof ~2.0+ 0.7 W rif K*, in agreement with ouamip-piForcingand hadSSPiForcing

9|

NI KQa S

ensemblesEvidence is also emerging from satellite recordsuipport of the physical processes and
mechanisms of the pattern effect between surface temperature, atmospheric stability, cloudiness

and radiative fluxes over recent decades (e.g. Zhou et al., 2016; Ceppi and Gregory, 2017; Loeb et al.,
2020; Fueglistaleand Silvers, 2021; Ceppi and Fueglistaler, 2021).

Extending our analysis post 2014 inclddiee major EINino event of 2015/2016 that was associated
with easternpacific warming and marked changes in the observed radiation budget (Loeb et al.
2020; 2021)Including these post 2014 years (up to and including 2019) reduced the magnitude of
the observeck S & () donsisténBwith eastern Pacific warming driving more positive feedbacks (as
also suggested in Loeb et al., 2020). This suggests the patterntatietias existed over recent

decades may be waningdfshift from western to eastern Pacific warming is maintained in the

longer term, as might be expected from a change in the PDO iddekfied by Loeb et al. (2020).

Given the substantial rate of ddal warming since 1985, what does the presence of a large pattern

STTSOU AYLX & TFT2NJ 20Sty KSI

19852014, which is smaller (but not necessarily inconsistent) with AOGCM simulatistesudy
increasing CO¢ =0.73+ 018 W m? K for years 6180 of CMIP51%CO2A0GCMsimulations
Gregoryet al.2015). It raisesthe possibilitythat the pattern of surface warming and/or atmospheric

circulation mayalsoOK | y 3 §

GKS STFFTFAOASyOe

2T 3t 201 ¢

some extent be relate@ewsom et al., 2020). If an amidrrelation existed, it could buffer the
impact of a large pattereffect on transient climate change.

We found thatdespite the change in radiative feedback post 2014 when the eastern Pacific warmed,

it JG- 10.3 50.83WFifKA ek Sy O @

KSI (

the climate resistancé dF/TT ¢%<remained approximately constant, suggesting that  y R <
co-varied. We showed that thisesult is potential evidence for a changedcean heat content not
driven by global. While this result is suggestive, the extent of this compensation and timescales it
applies to remains unclear. It may simply apply to short term variabilitycatly does not apply to
longerterm forced chages (e.g. Gregory et al., 2015). Future research investigating how ocean
uptake efficiency and atmospheric radiative feedbacks are linked through patterns of SST change

would be useful.
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5.4 Outlook and Implications for AOGCMs

Our results raise important egstions for studies that have used emergent relationships from
AOGCMs to constrain ECS from recently observed decadal warming since ~1980 (e.g-d##i@énez
Cuesta and Mauritsen, 2019; Tokarska et al., 2020; Nijsse et al., 2020).

Firstly, how is it possie that AOGCMs produce an emergent relationship between their recent
decadal warming trends and their ECS, while our results suggest that recent decadal feedbacks
ought to be unrelated to ECS? One solution to this conundrum is provided by Fueglistaiivansi
(2021), who showed that AOGCMs typically do not simulate the recent configuration of tropical
Pacific SST patterns that gave rise to the recent pattern effect (though some models do have broad
agreements, e.g. Olonscheck et al. 2021, Watanabe €0all). Instead, the pattern of warming in
AOGCMs (and thus feedbacks) over recent decades is more similar to that seenairingtr
4AxCOZimulations (Gregory et al., 2020; Dong et al. 2021). Hence AOGCMs are generally biased in
their simulation of tle recentdecadal feedbacks and tipattern effect, compared to their

equivalent AGCMs forced with observed SST variations, as shown in Gregory et al. (2020) and Dong
et al. (2021).

If AOGCMs are biased in their simulation of recstadal feedbacks andefpattern effect, it

suggests they may be biased toward simulating recent decadal temperature trends that are too high;
in turn, this would bias emergent constraints that use them toward values of ECS that are too low.
Alternatively, those models that doatch the observed warming trend may do so via a

compensation oprocessestoo small a pattern effect balanced against too large a heat uptake into
the deepocean. Some evidence for the potential of this compensating behaviour is provided by
Hedemenn et al(2017). Analysing the origins of decadal temperature variability in models, they
demonstrated an antcorrelation between the TOA radiative flux and demgean (defined as below
MAnYO FfdzE O2yidNROGdziAzya (2 (KS evtreiRS($e@theird dzNF I OS
Figure 3). In other words, when the TOA radiative flux is in such a configuration to reduce its
contribution to the surface layer, then the surface/mixkyer taps into the deejpcean to

compensate for this loss, and vice versa. Wecgfse that such a configuration of TOA radiative flux

is potentially consistent with a largeegative feedbacksince in this configuration of atmospheric
feedbacks the surface efficiently radiates heat back to spaceaghiasuggests a potential anti
correlation between the ocean heat uptake efficiency aiiring unforceddecadal variability

timescales as discussed previously

Going forward, a critical question for future research is to understand what caused the particular
configuration of SST pattes over recent decades (e.g. strong warming in the western Pacific while
cooling in the eastrn Pacific and Southern Oceatespite temperature increasing in the global
mean; Figure 4 and 9), and how might this pattern evolve in the future. For exarap®)y
hypotheses have been put forward:

1. It could represent a mode of unforced coupled atmosphecean variability (e.g.
Xie et al., 2016; Watanabe et al. 2021), albeit an unusual one is that is rarely
simulated by AOGCMs (Fueglistaler and Silvers, 202this scenario, we might
expect the pattern effect to reduce in the nefurture as the configuration of
tropical SST patterns shift to more warming in the east than the west. There is some
evidence (Loeb et al. 2020; 2021) this has already begun toeimaipghe most
recent years, as we have also shown. We might therefore, expect an acceleration of
warming trends, unless the additional heat at the surface from the reduced pattern
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effect is tempered by compensating heat exchanges with the aexsan
(Hedemann et al. 2017).

2. Spatiotemporal variations in anthropogenic forcings such as aerosols (e.g., Smith et
al., 205; Takahashi & Watanabe, 2016; Moseid et al., 2020; Heede and Fedorov,
2021) or explosive volcanic eruptions (Smith et al.22@regory et al2020) have
been implicated in driving tropical Pacific SST patterns. In these scenarios, the
pattern effect may decline with the reduction in aerosol emissions in the future, or
continue to have decadal variations associated with future volcanism. Whether
changes in deepcean fluxes will be accompanied with such forced changes in the
pattern effect is unclear.

3. While not explaining the eastern Pacific cooling per see, a delayed warming in the
eastern Pacific relative to the west is an expected trangiesponse to forcing due
to the upwelling of (as yet) unperturbed waters from below (Clement et al., 1993;
Held et al. 2010; Heede and Fedorov, 2021). The implication of this is that
eventually the eastern Pacific will warm, and hence we might expect ttierpa
effect to reduce and the Earth to warm with stronger (positive) cloud feedbacks.

4. In contrast AOGCMs may overstate the expectedrmingin the eastern Pacific
(e.g. Seager et al., 2020). Under this scenario, we might expect the pattern effect to
reduce after the eastern Pacific stops cooling, but the full pattern effect according
G2 ' hD/ aa YIe& ySOSNI YIUGSNRFITfAAS AN SIKS @
pattern in their longterm response to COHowever, a lack of eastern Pacific
warmingin the longterm seems unlikely according to paleoclimate records (Tierney
et al. 2019; 2020).

5. Teleconnections from either the Atlantic Ocean (McGregor et al. 2018) or Southern
Ocean (Hwang et al. 2017) have potentially driven the tropical Pacific SSfhpatte
Under the scenario of an Atlantic influence, we might expect the pattern effect to
reduce as Atlantic SST trends evolve over the next few decades. Under the scenario
of a Southern Ocean influence, we might expect the pattern effect to reduce as the
Sauthern Ocean surface warms; this could take years to decades if the Southern
Ocean temperature trends have been largely mediated by internal variability (e.g.,
Zhang et al. 2019) but could take centuries or longer if Southern Ocean cooling
continues due,dr instance, to freshwater input from ongoing Antarctic ice shelf
melt (e.g., Sadai et al. 2020).

These are merely some of the proposed hypotheses, and not meant to be an exhaustive list. But
whatever the reason, the fact that AOGCMs rarely simulate e (e.g. Watanbe et al., 2021,
Fueglistaler and Silvers, 2021; Dong et al., 2021) is a concern, suggesting either that their unforced
decadal variability is deficient, or that their forced response is biased, and in either case there is a
serious systmatic error which affects all AOGCMs. Moreover, each of the above interpretations
imply different futures, and therefore untangling them is critical for informing both sieem and
longterm climate projections. This is time critical because satellitdende suggests the Pacific SST
pattern that has dominated recent decades is currently shifting (Loeb et al., 2020) and indeed the
9F NI KQa SySNHe olflyO0OS Aad NIRaghuRaimaneGKROPAAY I G A GK
Predicting the near future thefore depends omnaintaining the continuity of the satellite record
anduntangling the above mechanisms.
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1352 Tablel: Summary of the Atmospheric General Circulation Model (AGM) simulations used in this stugdypiForcingrefers to an AGCM simulation
1353 forced with timevarying observed monthly SSTs and-seausing the AMIP Il boundary condition SST andcsedataset, forcing agents such greenhouse
1354 gases, aerosol emission etc. are kept atimgustrial levelshadSSPiForcings identical in all aspects except SSTs are taken from the HadISST1 database
1355 (seaice remains the same asnip-piForcing. The ensemblsize and timeperiods covered for each experiment and AGCM is indicateip-piForcing
1356 simulations included in the CFMIP3 (Webb et al.2@bntribution to CMIP6 are indicated by a y/n. The corresponding name of each AGCMs parent
1357 AOGCM is indicated. Ga-annualensemblemean dland d\ timeseries data are available for athip-piForcingand hadSS¥piForcingAGCM simulations
1358 (see Data Availability Statement).
AGCM Corresponding Model description amip-piForcing hadSS3piForcing
AOGCM name CMIP6? Ensemble Time-period Ensemble Time-period
(y/n) size covered size covered
CAMA4 CCSMm4 Neale et al. (2013) n 3 1870¢ 2014 3 1870¢ 2014
CESM2 unchanged Danabasoglu et al. (2020) y 1 1870¢ 2014 - -
CNRMCM61 unchanged Voldoire et al. (2019) y 1 1870¢ 2014 - -
CanESM5 unchanged Swart et al. (2019) y 3 1870¢ 2014 - -
ECHAMG.3 MPIESM1.1 Mauritsen et al. (2019) n 5 1871¢ 2010 5 1871¢ 2015
GFDEAM3 GFDICM3 Donner et al. (2011) n 1 1870¢ 2014 1 1870¢ 2014
GFDtAM4 GFDICM4 Held et al. (2019) n 1 1870¢ 2016 1 1870¢ 2016
HadAM3 HadCM3 Pope et al. (2000) n 4 1871¢ 2012 4 1871¢ 2012
HadGEM2 HadGEMZES Martin et al. (2011) n 4 1871¢ 2012 1 1871¢ 2012
HadGEM3GC31LL unchanged Williams et al. (2017) y 1 1870¢ 2014 1 1871¢ 2016
IPSECM6ALR unchanged Boucher et al. (2020) y 1 1870¢ 2014 - -
MIROCG6 unchanged Tatebe et al. (2019) y 1 1870¢ 2014 - -
MRFESM20 unchanged  Yukimoto et al. (2019), Kawai et al. (201 y 1 1870¢ 2014 - -
MPFESM22-LR unchanged Mauritsen et al(2019) n 3 1871¢ 2017 3 1871¢ 2017
1359
1360
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1361 Table 2: Feedback parameter amip-piForcingand hadSSpiForcingsimulations over various historical timgeriods, as well aabrupt-4xC0O2

1362 sensitivity parameters<values fromamip-piForcingand hadSS®PiForcingare calculated from OLS regressien ( N/d TRover the relevant timeperiods
1363 using globabnnuatmean timeseries datdh,cods calculated aBuicof2 and ECSE,/ <ucofrom 150 years ofbrupt-4xCOS E LIS NJ& Yo Maltuated <
1364 over years 220and 21150 is also shown) (see Andrews et al., 2012; 2015).

abrupt-4xCO2 <1g71.2010(W M?K?) <ig711080(W M>K™) <1081.2010(W M?K?)
'ZS)S (WFZ%_Z) (W<‘r‘:1€;°él) &:‘/X‘;?%EE) :@Cr‘ﬁgﬁi‘;’ AMIP HadISSTL  AMIP HadISST1T  AMIP HadISST1
CAM4 295 364 1.23 152 -0.94 214 177 122  -1.45 284 270
CESM2 516  3.39 -0.66 117 -0.49 -1.93 ; -0.87 - 3.08 ;
CNRMCM61 488  3.66 0.75 -0.93 -0.87 1.23 ; -1.10 - -1.64 -
CanESMS5 561 3.64 -0.65 -0.70 -0.59 -1.44 ; -0.93 - 1.83 ;
ECHAM6_3 3.01  4.10 -1.36 -1.47 -1.08 192 -157 1.43  -1.38 269  -2.42
GFDLAM3 399 297 -0.74 1.13 0.61 144 135 072 -0.99 190 141
GFDLAM4 3.84 3.32 -0.86 -1.54 -0.60 184 -1.66 133 -1.40 257 293
HadAM3 337 352 -1.04 1.25 0.75 165  -1.44 135  -1.40 219  -1.86
HadGEM2 462 2.90 -0.63 0.81 -0.33 139  -1.04 112 -1.08 226  -154
HadGEM3GC3iLL 554  3.49 -0.63 0.81 -0.60 128  -1.01 095  -0.84 187  -155
IPSLCMBALR 456  3.41 0.75 -0.98 -0.61 -1.59 ; 1.17 - 2,50 -
MIROC6 258  3.72 -1.44 161 -1.60 -1.42 ; 1.21 - -1.87 ;
MRFESM20 313  3.44 -1.10 -1.68 -0.78 -1.93 ; 1.23 - 2.79 -
MPFESM12-LR  3.02 421 -1.39 -1.61 -1.34 188  -158 130  -1.45 255 242
MEAN 402 353 -0.95 1.23 -0.80 165  -1.43 114 125 233 210
1.645 164 057 0.49 0.54 0.55 0.46 0.43 0.33 0.37 0.72 0.90
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1365 Table 3: The pattern effech(< slcox <hisn @ A Usfcofrom years 1150 of drupt-4xCO2
1366 betweenabrupt-4xCO2Zadiative feedback and radiative feedback calculated over different
1367 historical periods (i.e<yst from 1871-2010, and its separation into 1871980 and 19812010) in
1368 amip-piForcingand hadSSJpiForcing as well as their difference.

1871¢ 2010 1871¢ 1980 1981¢ 2010
(W m?Kh (W m?K?h (W m?K?h
AMIP  HadSST Diff AMIP HadSST Diff AMIP  HadSST Diff
CAM4 090 053 0.37 -0.01 022 -0.23 1.60 1.47  0.13
CESM2 1.27 0.21 2.43
CNRMCM61 0.48 0.35 0.89
CanESM5 0.80 0.28 1.19
ECHAM6_3 056 021 0.35 0.07 0.02  0.05 1.32 1.06  0.26
GFDIAM3 0.69 0.61  0.08 003 024 027 1.15 0.67  0.48
GFDIAM4 0.97 0.80 0.17 0.47 0.53  -0.06 1.70 2.07 -0.37
HadAM3 0.61 040 0.21 0.31 035  -0.04 1.15 0.82 033
HadGEM2 076 041 0.35 0.49 045  0.04 1.63 091 0.72
HadGEM3GC3iLL 0.65  0.38  0.27 0.32 021 011 124 092 0.32
IPSECMBALR 0.84 0.43 1.76
MIROC6 -0.02 -0.23 0.42
MRFESM20 0.83 0.14 1.69
MPFESM12-LR 0.49 019  0.30 009 0.06 -0.15 1.16 1.03 0.3
MEAN 070  0.44 0.26 0.19 0.26  -0.07 1.38 1.12  0.26
1.645 0.47 031 0.16 035 028 0.07 0.75 0.69  0.06
1369
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1370 Table 4:Comparison of the 1982014 climate resistance ( dF/dT), feedback parameter-&=-
1371 d(N¢P/dTand ocean heat uptake efficiency ( N/d TRusing different versions of the DEEP
1372 (Allan et al., 2014) satellite based reconstruction dildsee Section 2.4). The lower half of the
1373 table shows how = < I yhRteschar®jd as the 30 year moving window advances to 1990
1374 2019. In all calculationsladCRUTS5 analysig @Morice et al. 2021) and IPCC AR®B(Borster et al.,
1375 2021) are used. Years 192lare excluded from the calculation as these years are identified as
1376 being strongly impacted by the volcanic forcing from the Pinatubo eruption (Section 4).

dN dataset version Startyear Endyear ~ (W m?KY) -<(W m?KY) ¢ (W m?K?}

DEEFC v2G 2.38 2.24 0.14
DEEFRC v3 2.38 2.24 0.14
DEEFC v3G 1985 2014 2.38 2.24 0.14
DEEFC v4 2.38 1.98 0.41
DEEFC v5 2.38 1.98 0.41
DEEFRC v5 1986 2015 2.38 1.75 0.63
DEEFC v5 1987 2016 2.25 1.55 0.70
DEEFRC v5 1988 2017 2.21 1.62 0.59
DEEFC v5 1989 2018 2.23 1.66 0.57
DEEFRC v5 1990 2019 2.30 1.44 0.86
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1378 Figure 1: Comparison of multhodel ensembleannuatmean (a) d and (b) dNin the amip-
1379 piForcingand hadSSJpiForcingsimulations. (c) and (d) shows the difference iff dnd d\

1380 respectively, highlighting 1980 as a key year where thér@sponse diverges according to the SST
1381 dataset. In (a) the HadCRUT5 observeéldedolution is shown for comparison. (e) and (f) show the
1382 relationship between globabnnuatmean dr and d\ in amip-piForcingand hadSSpiForcing
1383 respectively, where<=dN/d Tis calculated from OLS regression on the glebahuatmean data
1384  points. The stated 595% uncertainty i£1.645 from the standard error of the linear fit(g) and
1385 (h) show the d and dN relationship separated into two timeperiods: years 1871980 (grey) and
1386 years 19812010 (blue).
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Figure 2: (a) Relationship between the feedback parametgrin the amip-piForcingand hadSST
piForcingsimulations over various historical timgeriods. Each poinis a single AGCM. The
shaded grey region shows the range <fco.from the AGCMs corresponding parent AOGCM
abrupt-4xCOZXimulation. The oneo-one line (dotted) is shown. (b) Relationship between the
pattern effect,n < wleor Shist diagnosed from theamip-piForcingand hadSS3piForcing
simulations over various historical timeriods.
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Figure 4: Decadal surface temperature trends over 18880 and 1982010 in (a) and (bamip-
piForcingand (c) and (dhadSSJpiForcing Trends are calculated from the linear regression df d
against time over the corresponding timperiods, on annuamean data. Data from HadGEM3
GC31LL simulations have been used for this illustration.

42



1406

1407

1408
1409
1410

1411

|
o
(6]

|
-
o

|
-
wn

—2.01

—-2.54

Aaxcoz (yrs 1 —150) (Wm™2K~1)

-3.01

1(@)

1871 — 2010 Aamip - piorcing (Wm—2K~1)

e 1871 — 1980 (r=0.69)
w1981 —2010(r=0.27)

3545

=3,

0.0 1

—0.51

-1.0 1

-1.51

—2.0 1

—2.51

Aaxcoz (yrs 1 —20) (Wm—2K™1)

-3.01

=35

5

(c)

—25 -20 -15 -10 =05 00

/‘amip —piforcing (Wm TRy

-3.0

Auxcoa (yrs 21 —150) (Wm=2K~1)

s 1871 — 1980 (r=0.60)
w1981 —2010(r=0.53)

-3

Figure 5: Relationships between model simulated feedbackarinip-piForcingover years 1871
1980 (blue) or 1982010 (greyland (a)<uxcofrom abrupt-4xCO2(b) <.stover the entire historical

5

—25 -20 -15 -10 -05 00

/‘amip - piForcing (Wm—2K-1)

-3.0

0.04

—0.51

=1.04

=-1.51

—2.01

—-2.54

—3.01

(b)

e 1871 — 1980 (r=0.45)
w1981 — 2010 (r=0.91)

—35

=3

0.0

—0.51

—1.0

=1:54

—2.04

=2.51

-3.01

=3i5

—25 -20 -15 -1.0 =05 00

Aamlp - piForcing (Wm—2K-1)

5 3.0

w1871 — 1980 (r=0.47)
e 1981 — 2010 (r= —0.06)

-3

25 -20 -15 -1.0 -05 0.0

Aamip — piForcing (Wm _ZK_l)

5 -3.0

record (18712010) (c) <yxcodrom abrupt-4xCO2ver yearsl-20 and (d) years 21150.

43



1412

1413
1414
1415
1416
1417
1418
1419
1420
1421
1422

Figure 6: Decadal variation in the feedback parametdrom 1871 to 2010. Left column shows
results fromamip-piForcingand right column shows results fromadSS9piForcing Each grey line
represents a single AGCM (see Table 1). Thick black is the ensemdda of the results. axis
represents the centre of a 30 year moving window in whiehdN/d Tis calculated from OLS
regression on annuamean data, i.e<at 1980.5 reprsents the feedback parameter over years
1966 to 1995. Shown in (a) and (b) is the net feedback parameter. Blue dots and lines represent
the correspondinguxcozvalues from AOGCMbrupt-4xCOZXimulations (Table 2). Red shows an
observational estimate and 5% uncertainty ok ' R@FP)/dT~-2.0 + 0.7 W i K* over years
19852014 (see Section 4). (¢Xh) shows the corresponding LW clesky, SW cleasky and cloud
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