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Habitabilité des planétes avec un modéle numérique de climat : Application aux
exoplanétes et a la planéte Mars primitive.

Résumé : Avec la découverte d’anciens réseaux de rivieres et de lacs sur Mars et la détection de
planétes tempérées et de taille terrestre autour d’étoiles voisines, nous disposons & présent d’un terrain
de jeu formidable pour explorer scientifiquement si la vie est abondante ou rare dans ’'Univers. Mon
travail de thése vise & mieux comprendre les conditions dans lesquelles une planéte peut maintenir de
'eau liquide - substrat essentiel de la vie - a sa surface. A l'aide de modéles numeériques de climat
3D, et de calculs et mesures spectroscopiques, j’ai mené pendant ma theése deux grandes enquétes.
Premiérement, j’ai exploré les environnements passés de la planéte Mars, pour comprendre les con-
ditions dans lesquelles se sont formées les énigmatiques riviéres martiennes. A part la Terre, Mars
est la seule planéte qui a été habitable, mais nous ne savons toujours pas pourquoi. J’ai montré que
les événements extrémes (formation des vallées de débacle, impacts de météorites) qui ont pourtant
profondément marqué la surface de Mars ne peuvent pas expliquer & eux seuls la formation de ces
réseaux fluviaux. Mes travaux de thése ont également permis d’établir que la présence de gaz a ef-
fet de serre réduits (hydrogéne, méthane) offre une solution alternative prometteuse. Deuxiémement,
j’ai étudié les atmosphéres possibles des planétes extrasolaires solides et tempérées, notamment celles
orbitant autour de petites étoiles comme Proxima du Centaure et TRAPPIST-1. J’ai montré que
certaines de ces planétes ont des caractéristiques trés favorables a la présence d’eau liquide en surface.
Ce résultat est d’autant plus prometteur qu’il sera possible - comme démontré dans ma thése pour le
cas de la planéte Proxima b - de caractériser ’atmosphére de ces planétes avec les futurs observatoires
astronomiques JWST (James Webb Space Telescope) et ELTs (Extremely Large Telescopes)..

Mot clés: habitabilité, climat, exoplanétes, Mars, spectroscopie, modélisation




Habitability of planets using numerical climate models. Application to extrasolar
planets and early Mars.

Summary: Ancient rivers and lakes discovered on Mars. Numerous temperate, Earth-sized extraso-
lar planets detected around nearby stars. Thanks to ground and space-based telescope observations
and Solar System exploration missions, we now have a fantastic playground to explore scientifically
how prevalent life is in the Universe. The main goal of my thesis work is to better understand the
conditions necessary for a planet to maintain liquid water - a primary building block for life - on its
surface. Using sophisticated 3D numerical climate models, as well as spectroscopic calculations and
measurements, I conducted two major investigations during my thesis. First, I explored the environ-
ments of ancient Mars at multiple epochs in order to understand the conditions in which the enigmatic
Martian rivers were carved. Apart from Earth, Mars is the only planet that has been habitable, but
we don’t know why. I showed that extreme events (outflow channel formation events, meteoritic im-
pacts) that scarred the surface of Mars cannot by themselves explain the formation of these valley
networks. Nomnetheless, I showed that the presence of reducing greenhouse gases such as hydrogen
and/or methane offers a promising alternative solution. Secondly, I studied the possible atmospheres
of solid, temperate extrasolar planets, with a particular focus on those orbiting small stars such as
Proxima Centauri and TRAPPIST-1. I showed that some of these planets have characteristics that
are highly favourable to the presence of liquid water on their surface. This result is really promising
as it will be soon become possible - as demonstrated in my thesis for Proxima b - to characterize the
atmosphere of these planets with the future JWST (James Webb Space Telescope) and ELTs (Ex-
tremely Large Telescopes) astronomical observatories.

Keywords: habitability, climate, exoplanets, Mars, spectroscopy, modelling
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Résumé long en frangais :

Avec la découverte d’anciens réseaux de riviéres et de lacs sur Mars et la détection de planétes
tempérées et de taille terrestre autour d’étoiles voisines, nous disposons & présent d'un terrain de
jeu formidable pour explorer scientifiquement si la vie est abondante ou rare dans 'Univers. Mon
travail de thése vise a mieux comprendre les conditions dans lesquelles une planéte peut maintenir de
I'eau liquide - substrat essentiel de la vie telle que nous la connaissons - & sa surface. Ce manuscrit
de thése est décomposé en trois parties et douze chapitres retracant mes différentes contributions &
cette enquéte. Le premier chapitre (introductif) donne tous les éléments au lecteur pour pouvoir
comprendre le contenu, le contexte et les enjeux de cette thése.

La premiére partie de mon manuscrit (Chapitres 2-4) est dédiée a 'étude des planétes
extrasolaires. Nous avons maintenant la conviction (1) qu’il y a beaucoup de planétes extrasolaires,
(2) qu’il y a de nombreuses planétes extrasolaires de la taille de la Terre et (3) qu’il y a une grande
fraction d’entre elles qui sont "tempérées", c’est & dire recevant une insolation similaire a celle de la
Terre. La prochaine étape est maintenant de savoir quelle fraction de ces mondes ont de I'eau liquide
& leur surface, ou autrement dit sont "habitables".

Une premiére approche possible pour progresser dans cette enquéte est de mieux contraindre les

processus géophysiques et géochimiques qui régulent le climat et donc I'habitabilité des planétes.
C’est ce qui a motivé ’écriture du Chapitre 2, dans lequel j’explore comment le cycle des carbonates-
silicates - principal mécanisme de stabilisation du climat et donc de I’habitabilité de la Terre - se
comporte sur d’autres planétes, en particulier sur des planétes qui sont distantes de leur étoile. En
utilisant un modéle global de climat 3-D, prenant en compte simultanément les cycles de 'eau et
du carbone, j’ai montré que le cycle des carbonates-silicates devient inefficace pour des planétes qui
sont trop loins de leur étoile, car le dioxide de carbone - qui condense & la surface, sur les piéges
froids de la planéte - ne peut pas s’accumuler dans I'atmosphére et donc la réchauffer par effet de
serre. Pour une planéte similaire & la Terre (en masse, taille, composition, orbite, obliquité, étoile
hote), la condensation permanente du COq sur les poles (les piéges froids) est un frein pour le cycle
des carbonates-silicates, pour des planétes au moins 30% plus distantes de leur étoile que ne l'est
aujourd’hui la Terre du Soleil. Sur des planétes riches en eau, le CO5 qui se condense a la surface sous
forme de glace va progressivement couler sous la glace d’eau (car moins dense que la glace de COs)
jusqu’a y étre profondément enfoui. La condensation du COq est donc un frein majeur a 'habitabilité
de ces planétes extrasolaires.

Une deuxiéme approche est d’étudier I’habitabilité des planétes extrasolaires dont il sera bientdt

possible de caractériser 'atmosphére par des observations télescopiques. En 2018, au moment oil
j’écris ces lignes, ’essentiel de nos connaissances sur ’habitabilité des planétes vient de trois planétes:
Vénus, Mars et la Terre. Pourtant, la premiére caractérisation (imminente) de l’atmospheére de
planétes extrasolaires, tempérées et de taille terrestre, est en passe de révolutionner tout ce que
nous savons sur ’habitabilité de ces mondes. Les Chapitres 3 et 4 de ma thése présentent une
analyse détaillée des climats possibles et de l'habitabilité de deux des systémes planétaires parmi
les plus favorables pour une caractérisation future de leur atmosphére: Proxima b, 'exoplanéte la
plus proche de la Terre. Et les 7 planétes en transit du systéme TRAPPIST-1. Ces planétes sont
représentatives de planétes absentes dans notre systéme solaire, mais vraisemblablement abondantes
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dans la galaxie. Dans le Chapitre 4, je montre qu'il est difficile pour ces planétes d’accumuler dans
leur atmospheére de grandes quantités de dioxide de carbone (CO2), de méthane (CHy), d’ammoniac
(NH3) et méme de diazote (N3). Le COgy condense facilement sur les piéges froids de la planéte,
en particulier dans le cas ou la planéte est en rotation synchrone (état orbital le plus probable
pour ces planétes). Le CHy et NHs sont sensibles a Ueffondrement photochimique, produit par la
photodissociation des molécules par le flux XUV intense émis par les étoiles de faible masse, comme
TRAPPIST-1 et Proxima du Centaure. Dans une atmosphére chimiquement réduite, le Ny peut
également étre photodissocié puis perdu dans de longues chaines carbonées qui sédimentent a la
surface. Malgré la difficulté apparente des planétes orbitant autour de petites étoiles & maintenir une
atmosphére, je montre dans les Chapitres 3 et 4 que certaines de ces planétes - notamment Proxima
b et TRAPPIST-1e - ont de grandes chances d’avoir de I'eau liquide & leur surface. En particulier,
si ces planétes sont aujourd’hui (1) en rotation synchrone et (2) riches en eau (suffisamment riches
pour que toute l’eau ne soit pas piégée sur les points froids de la planéte), alors elles devraient avoir
de l'eau liquide & leur surface, au moins dans la région sub-stellaire, et ce quelque soit ’atmosphére
considérée. Ce résultat est d’autant plus prometteur qu’il sera possible prochainement de caractériser
I’atmospheére de ces planétes avec le télescope spatial James Webb et la prochaine génération de
télescopes au sol (type E-ELT, European Extremely Large Telescope). Dans le Chapitre 3, je
montre notamment que Proxima b est une formidable candidate pour la caractérisation future de
son atmosphére. D’abord, des courbes de phase thermique pourront étre tentées avec le télescope
James Webb afin de savoir si Proxima b a une atmosphére (ou non) et quelle est son épaisseur
(si atmospheére il y a). Ensuite, et du fait de sa proximité a la Terre, Proxima b est une cible
unique (tempérée, de la taille de la Terre) pour une caractérisation par imagerie directe, technique
jusque la réservée aux planétes tres jeunes (et donc chaudes) situées loin de leur étoile, avec la
future génération de grands télescopes au sol. L’imagerie directe pourra étre utilisée pour produire
des courbes de phase en réflexion de Proxima b. Cela nous apporterait des informations sur les
variations temporelles de ’albédo de Proxima b dans les longueurs d’onde du visible et du proche
infrarouge, et donc des informations sur la nature de la surface et éventuellement des nuages de
Proxima b. Proxima b pourrait devenir la premiére planéte potentiellement habitable & étre car-
actérisée et a ainsi le potentiel de révolutionner toutes nos connaissances sur ’habitabilité des planétes.

La deuxiéme partie de mon manuscrit de thése (Chapitres 5-9) est dédiée a I'étude de
la planéte Mars primitive, pour tenter de comprendre les conditions dans lesquelles se sont formées
les énigmatiques riviéres martiennes. A part la Terre, Mars est la seule planéte qui a été habitable,
mais nous ne savons toujours pas pourquoi. Deux grandes hypotheéses sont envisagées: (i) Mars aurait
pu avoir de 'eau liquide & sa surface pendant des périodes de temps longues, grace au puissant effet
de serre de gaz hypothétiques, fournissant ainsi un environnement propice pour que la vie puisse
émerger et se développer. (ii) Mars aurait pu avoir été réchauffée de maniére transitoire par des
événements extrémes, par exemple des impacts de météorites. Le résultat de cette enquéte a des
conséquences importantes pour notre compréhension de ’habitabilité des planétes du systéme solaire,
et par extension des planétes extrasolaires. Ce travail est au coeur de la deuxiéme partie de ce
manuscrit.

La premiére catégorie de scénario envisagée dans cette thése est Ueffet climatique d’événements

catastrophiques, tels que (i) les impacts de météorites et (ii) les écoulements d’eau brutaux qui ont
conduits a la formation des grandes vallées de débéacle visibles aujourd’hui a la surface de Mars. Pour



cela, j’ai utilisé tout un arsenal de modeéles numériques (hydrocode, modéles de climat 1-D et 3-D). Le
premiére type d’événement extréme considéré est 'effet climatique des écoulements d’eau brutaux sur
les pentes des plaines du Nord de Mars. Dans le Chapitre 5, je modélise I'effet environnemental de tels
écoulements, et ce pour une grande gamme de paramétres possibles (différents types d’écoulements,
différents types d’atmospheres, différentes obliquités, différentes saisons). Le résultat est sans appel :
quelque soit la gamme de paramétres considérée, la durée du chauffage induit par de tels écoulements
est trés courte. L’eau liquide produite par ces écoulements vient s’accumuler dans les plaines du Nord
de Mars, pour y former un océan. Cependant, je montre dans le Chapitre 5 que la durée de vie de
cet océan est "géologiquement" trés courte, d’abord (i) parce que I'océan va geler rapidement (en 103
ans maximum) et (ii) parce que 'océan va ensuite se sublimer rapidement vers les piéges froids de la
planéte (en 10° ans maximum). Dans le Chapitre 6, j’étudie en détails les conditions requises pour la
formation et la survie d’un océan martien tardif (daté de I’'Hespérien). Bien que la présence d’'un océan
tardif sur Mars ait été avancée pour expliquer la formation de tsunamis sur Mars pendant [’'Hespérien,
je montre dans ce chapitre que la présence d’un tel océan pose un certain nombre de paradoxes.
Le deuxiéme type d’événement extréme considéré dans cette thése est 'effet climatique des impacts
de météorites. Dans le Chapitre 7, j'explore - en utilisant une hiérarchie de modéles de climats -
Peffet environnemental des plus gros impacts de météorites ayant frappé Mars primitif (impacteurs
de diameétre supérieur a 50km), ceux qui sont suffisamment gros pour vaporiser dans ’atmosphére de
Mars ’équivalent de dizaines de métres d’eau précipitable. Je montre que l'effet de serre induit par la
présence de grandes quantités de vapeur d’eau et de nuages ne peut pas maintenir Mars primitif dans
un état "chaud" stable et durable. De plus, la nature des précipitations associées & de tels événements
(faible quantité de précipitations, précipitations diluviennes, précipitations non-corrélées spatialement
avec la position des rivieres martiennes) font des gros impacts de méteorites de mauvais candidats
pour expliquer la formation des réseaux de riviéres martiennes. Dans le Chapitre 8, j’explore 'effet
environnemental des impacts de météorite de taille modérée (impacteur de diameétre inférieur a 50km),
en combinant les résultats d’'un modeéle numérique hydrodynamique (ou "hydrocode") avec ceux d’un
modeéle global de climat 3-D. Cette combinaison de modeéles permet de simuler 'effet climatique des
impacts de météorites, des toutes premiéres secondes jusqu’a des échelles de temps de plusieurs dizaines
d’années. Je montre que ’érosion de surface induite par précipitations est trés faible a la suite d’impacts
de météorites de taille modérée. La quasi totalité de I’eau évaporée a la suite d’un impact recondense
a la surface en quelques heures/jours. La principale source d’érosion vient de la fonte des réservoirs
permanents de glace induite par le dép6t d’une couche trés chaude d’éjecta produite par les impacts
de météorites. Toutefois, je montre que la quantité totale et maximale d’eau liquide qui peut étre
produite par ce mécanisme est plusieurs ordres de grandeur en dessous de la quantité d’eau minimale
requise pour éroder tous les réseaux de riviéres martiens. Finalement, je montre dans les Chapitres 5,
7 et 8 que les événements extrémes les plus violents de histoire de Mars (formation des vallées de
débacle, impacts de météorites) qui ont pourtant profondément marqué la surface de Mars ne peuvent
pas expliquer & eux seuls la formation des réseaux fluviaux observés a la surface de Mars.

La deuxiéme catégorie de scénario envisagée dans cette thése est 'effet & plus long terme de gaz a
effets de serres additionnels, notamment des gaz chimiquement réduits comme le di-hydrogeéne (Hg) et
le méthane (CHy). A l’aide de simulations numériques de climat 3-D, j’ai exploré comment le climat

de Mars primitif évolue en fonction de deux paramétres: (1) la quantité d’eau totale disponible &
la surface (peu contrainte) et (2) la quantité de di-hydrogéne dans l’atmosphére de Mars (trés peu
contrainte). Pour cela, j’ai implémenté dans le modele de climat 3-D Deffet des rétroactions entre
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géologie, hydrologie, glaciologie et climat, avec la prise en compte de leffet (i) des lacs de cratéres
d’'impacts, (2) des océans et (3) des glaciers. Je montre que l'inclusion de gaz a effet de serre réduits
est une solution séduisante pour expliquer la formation des réseaux de riviéres et lacs martiens. Dans
les simulations contenant de grandes quantités de gaz réduits, le climat de Mars devient "chaud" et
"humide", et la position des écoulements (induits par des précipitations) est en bon accord avec la
position des réseaux de riviéres observés aujourd’hui & la surface de Mars. Le meilleur accord est
obtenu (i) en faisant ’hypothése d’un événement de "True Polar Wander", c’est a dire un basculement
de la surface de Mars par rapport & son axe de rotation, suite & ’anomalie de masse produite par
la formation du complexe volcanique de Tharsis et (ii) en ajustant la position des grands réservoirs
d’eau (océans) présents a la surface de Mars. Toutefois, les quantités de di-hydrogéne nécessaires pour
atteindre un climat produisant des réseaux de riviére par précipitation sont bien plus importantes
que celles requises pour réchauffer la température moyenne de surface de Mars primitif au dessus du
point de congélation de I’eau.

La troisiéme et derniére partie de mon manuscrit (Chapitres 10-11) présente de
nouveaux calculs et mesures spectroscopiques ayant pour but de mieux caractériser I'effet de serre de
I’atmosphére de Mars primitif et des planétes extrasolaires, en particulier celles ayant une atmosphére
dominée par le dioxide de carbone (CO3). Dans le Chapitre 10, je discute des effets collisionnels de
"line mixing", et en particulier de leur impact sur I’absorption dans [’aile lointaine des raies du COs.
L’absorption dans l’aile lointaine (gauche, ou a faible nombre d’onde) des raies de la bande & 15 um
du COg a un ro6le important pour l'effet de serre de Mars primitif, et donc pour l'estimation de sa
température de surface. Je montre dans ce chapitre que approche dite de "line-mixing" donne des
résultats trés similaires & ’approche plus traditionnelle dite du "facteur x", renforcant par la méme
occasion les résultats de précédentes études montrant que la surface de Mars primitif ne peut pas étre
chauffée au dessus de 0°C avec du CO9 uniquement. Ce résultat est confirmé dans le Chapitre 11 a
I’aide des premiéres mesures expérimentales de ’absorption dans l’aile gauche des raies de la bande a
15 pm du COg. Plus généralement, le Chapitre 11 présente plusieures mesures expérimentales de
Pabsorption dans l'infrarouge lointain de mélanges gazeux composés (au moins en partie) de COa, réal-
isées dans la ligne AILES du synchrotron SOLEIL. Je présente dans ce chapitre les premiéres mesures
expérimentales de l'absorption induite par collisions entre molécules de COs+CH4 et COo+Hs.
Ces mesures confirment des prédictions théoriques précédentes, montrant ainsi que 1’absorption
induite par collisions entre les molécules CO2+X est plus forte qu’entre les molécules No+X. Ces
mesures sont importantes car elles confirment que des atmosphéres composées de CO2/CHy/Ho
peuvent produire un fort effet de serre sur Mars primitif, et par extension sur les planétes extrasolaires.

Pour finir, le Chapitre 12 rassemble les conclusions principales de cette thése, ainsi que mes
perspectives personnelles.
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1.1 Mbotivation and organization of the manuscript

Ancient rivers and lakes discovered on Mars. Geysers spotted on the icy moons Enceladus
and Europa. Tens of temperate, Earth-sized planets detected around other stars. Thanks
to ground and space-based telescope observations and Solar System exploration missions, we now have
a fantastic playground to explore scientifically how frequent life is in the Universe. Several approaches
have been undertaken to make progress on this long-standing investigation, listed below by decreasing
order of luck and increasing order of patience:
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e Detect signals emitted by an extraterrestrial civilization. In the 60’s, American scien-
tists started the SETT (Search for ExtraTerrestrial Intelligence) program, designed to search for
extraterrestrial signals with the help of radiotelescopes. As of 2018, this approach has remained
unsuccessful.

e In situ search for life in the Solar System. This investigation started more than 40 years
ago with the Viking 1 and 2 landers' sent on the surface of Mars to look for evidence of life. Even
though this investigation remains fruitless, space exploration missions have demonstrated that
there are (and were) many habitats in the Solar System where life could emerge and develop.

e Look for biomarkers in the atmosphere of distant planets. On Mars, this investigation is
focusing on the detection of atmospheric methane sources?. On extrasolar planets, this consists
in detecting remotely combinations of molecules that - we think - should only be produced by
life as we can imagine it.

e Find the best planet(s) to look for life, and then look (in situ or remotely) if there
is life or not.

My PhD is mostly focused on this last, long-standing investigation. We are now confident that (1)
there are a lot of extrasolar planets, (2) there are a lot of terrestrial planets (in size) and (3) there is
a large fraction among them that are temperate (e.g. that receive an insolation similar to the Earth).
The next step is to know what fraction of these worlds do have liquid water on their surface. Being
at the heart of my thesis’s work, this investigation is the topic of the Part I of my manuscript.

A first approach to make progress on this investigation is to better characterize the geophysical
and geochemical processes playing a major role in the regulation of the habitability of planets. This is
what motivated the work presented in Chapter 2, where I explore how the carbon cycle - the major
mechanism of regulation of the climate and habitability on Farth - behaves on distant planets. In
particular, in this chapter I focus on the effect of carbon dioxide surface condensation as a possible
limit to the habitability of extrasolar planets.

A second approach is to better characterize the habitability of potentially habitable extrasolar
planets that are and/or will soon be amenable to atmospheric characterization. For now, most of
our knowledge on planetary habitability comes from the study of three planets: Venus, Mars and
Earth. Yet, the first (imminent) characterization of atmospheres of Earth-sized, temperate extrasolar
planets is likely to revolutionize all what we know about planetary habitability. Chapters 3 and 4
present deep investigations of the possible climates and habitability as well as the observability (with
existing techniques of exoplanet atmospheric characterization) of the best candidates that we now
have: Proxima Centauri b, our closest neighbour, and the seven transiting planets of the TRAPPIST-
1 system. These planets are likely representative of planet types that are not found in the solar system,
but which should be abundant in the galaxy.

In the Solar System, the only example of a planet (except Farth) that hosted surface liquid water
is Mars. However, it is still unclear whether Mars had surface liquid water for long periods of time
- and thus provided a suitable environment for life to develop - or whether Mars had surface liquid

1Viking 1 and 2 were equipped with several scientific instruments designed to detect life.
2The detection of methane is one of the goal of the Trace Gas Orbiter (TGO) probe currently in orbit around Mars.
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water episodically in response to extreme events such as meteoritic impacts. The outcome of this
pending question has strong consequences for the search of life in the Solar System, and indirectly for
the search of life on extrasolar planets. This second investigation on Mars is explored in details in the
Part IT of my manuscript.

The history of Mars can be decomposed in three epochs - Noachian, Hesperian and Amazonian
- each of them being characterized by distinct pieces of evidence of fluvial activity. The Hesperian
period was characterized by catastrophic water flows that carved the large outflow channels visible
today on Mars. In Chapter 5, I explore the effect of these extreme events on the climate of Mars
to know whether or not they could have induced the formation (through atmospheric precipitation)
of contemporaneous mature valley networks. The Hesperian epoch is also thought to be the scene of
tsunami events, suggesting the existence of an ancient ocean potentially fed by the aforementionned
catastrophic water flows. Chapter 6 exposes the paradoxes that come with this scenario.

The Noachian period was characterized by the widespread formation of dendritic, mature valley
networks and impact crater lakes. In Chapters 7 and 8, I use various kinds of sophisticated numerical
models to investigate the environmental effect of meteoritic impacts for a wide range of impactor sizes,
in order to estimate how much erosion could have been produced either by atmospheric precipitation
(rainfall) or snowmelt. In Chapter 9, I instead focus on the long-term greenhouse warming produced
by reducing atmospheres made of carbon dioxide and hydrogen.

Based on state-of-the-art 3-dimensions global climate model simulations, I provide in Part II new
insights on the nature of the early Martian climate at multiple epochs.

The exploration of the surface habitability of planets relies on various assumptions about their
atmospheric properties. The absorption of light by atmospheric gases is one of the most sensitive of
them. Part III of my manuscript presents new insights on the spectroscopy of dense COo atmospheres
that have strong implications for the habitability of both early Mars and extrasolar planets. In
Chapter 10, I discuss the impact of line mixing effects on dense CO2 atmospheres. In particular, I
focus on how this would affect absorption in the far wing of CO2 band lines and - as a result - the
calculation of the surface temperature of early Mars. Chapter 11 is an experimental exploration of
the collision-induced absorptions produced by methane and hydrogen when mixed with carbon dioxide.
These results have strong implications for the greenhouse warming produced by reducing atmospheres.

Eventually, Chapter 12 summarizes all the work presented in this manuscript. Possible avenues
for future research - evidenced by my thesis’s work - are also mentioned in this concluding Chapter.

This introductory Chapter is designed to give the reader the key elements needed to understand
the content and relevance of the work presented in this manuscript. First, [ give a general overview of
our current understanding of the habitability of both Solar System and extrasolar planets (Sect. 1.2).
I then introduce the mathematical and numerical tools used in this thesis to explore the surface
habitability of planets, i.e. numerical climate models (Sect. 1.3) and spectroscopy (Sect. 1.4).
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Figure 1.1: Water has an electric dipole moment equal to 1.83 Debyes. Water molecules can attract
each other thanks to their large polarizability. The oxygen atom (O) is more electronegative than the
hydrogen atom (H). Locally, the oxygen atom is charged negatively in the water molecule, and the
hydrogen atom must be charged positively, by charge conservation. Water can thus form hydrogen
bonds between other molecules, such as water or macromolecules. Credit: P.E. Zorner et R. Apfelbach.

1.2 The habitability of planets

1.2.1 Requirements for habitability

Life as we know it (and can recognize it) from our experience on Earth is based on carbon chemistry in
liquid water solution, and evolves based on replication/reproduction. To be considered as "habitable",
a planet must have (1) carbon, (2) liquid water, (3) a source of energy and (4) a solid or liquid surface.

e Carbon: Carbon is a chemical element that is essential for life. First, each atom of carbon can
form four molecular bonds. Secondly, carbon atoms form with other abundant atoms (oxygen,
hydrogen, and also carbon!) molecular bonds with a stability that is not too strong, not too
weak, and that is similar for each possible bond (e.g. C-O, C-H, C-C). These two key properties
are the reasons why carbon chemistry - also known as organic chemistry - is extremely rich and
can form very diverse compounds.? In addition to carbon (and oxygen and hydrogen), additional
nutrients (e.g. nitrogen, sulfur, phosphorus, potassium, etc.) are needed to enrich the diversity
of chemical compounds.

e Liquid water: On Earth, liquid water is essential for life as we know it. Without water, biolog-
ical activity cannot exist. Some organisms can survive as "spores" in extremely dry conditions,
but their metabolism is stopped. Conversely, wherever and whenever liquid water is available,
life is also present (Rothschild and Mancinelli, 2001). This holds at very large depth in the
subsurface, or at very high temperature, or in acidic or very salty conditions, etc. Liquid water
is the only solvent to date that can produce a chemistry as rich as biochemistry (Brack, 1993).
Water molecules have a very large electric dipole moment and can thus form hydrogen bonds

30ther atoms such as Silicon (Si) are also able to form simultaneously four different chemical bonds. However, silicon
forms with some atoms (in particular, oxygen) chemical bonds that are way too stable. This drastically reduces the
diversity of compounds that can be produced with silicon-based chemistry, making it difficult for life to emerge and
develop.
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with other molecules (see Fig. 1.1). Hydrogen bonds are essential to (1) stabilize water molecules
between each other and (2) stabilize macromolecules that can serve as building blocks of life.
Last but not least, liquid water is stable for a very large range of temperatures and pressures,
in particular at temperatures where chemical reactions are rather fast. Therefore, an habitable
planet must have stable surface liquid water in the form of oceans or lakes at the surface, or in
the form of aquifers in the subsurface. Even though liquid water is likely the best solvent for
life - as we know it - to emerge and develop, experts are still investigating the ability of other
solvents to do the same, e.g. methane and ethane in Titan’s lakes and seas (McKay 2016 and
references therein).

e A source of energy: A source of energy is essential to initiate the synthesis and the development
of organic molecules that are the building blocks of life. On Earth, the main source of energy
comes from the photons emitted by the Sun. This is the solar flux that feeds the photosynthesis.

e A stable surface: It is hard to conceive that life may have developed in the atmosphere of a
gaseous planet. Without a liquid or solid surface, life would have to take advantage of cloud
droplets to emerge. However, cloud droplets evaporate and re-form on very short timescales and
provide thus a poorly stable environment for life to emerge and develop.

1.2.2 Classes of habitability

Life as we know it has to develop on a planetary body (e.g. planet or moon) that hosts liquid water.
A moon or a planet is actually considered as being "habitable" if it hosts some liquid water. There are
multiple types of environments that can provide stable liquid water; yet, they do not offer the same
chances for life to emerge and evolve. We list below the four main classes of habitable planets/moons
(Lammer et al., 2009; Forget, 2013):

e Class I: These are the planets/moons the most similar to the Earth in the sense that they
are able to maintain surface liquid water on their surface. Life on these planets could use the
photons emitted by the host star to initiate the mechanism of photosynthesis. On Earth, almost
all living organisms depend directly or indirectly on the photosynthesis. This is the solar energy
coupled with photosynthesis that have allowed life to modify Earth’s atmosphere and surface.

e Class II: These planets/moons used to have similar characteristics than the Earth (class I)
in the past but lost - in the course of their evolution - their ability to sustain surface liquid
water. Life may have emerged and developed on the surface of these planets, and then may
have penetrated deep in the subsurface. We recall that on Earth, life is now abundant down to
several kilometers below the surface. When the surface of the planet becomes unhabitable, life
may survive deep in the subsurface where liquid water is present. This might for example be the
case on Mars.

e Class III: These are the planets/moons that have a subsurface liquid water ocean® and/or
aquifers below the surface, and above a rocky core. Europa (natural satellite of Jupiter) and
Enceladus (natural satellite of Saturn) are part of this category (see Fig. 1.3). On these two

4This subsurface liquid water ocean can be covered by an icy shell



6 Chapter 1. Introduction

Critical Point
373.85 °C, 22.064 MPa

Liquid |
S

! | Roiom Tem r:'ature Pressure
Xl IC Ih 25°C, 1atm, /
o1t

Boilir::g Point at 1 atm
100 °C{ 101.325 kPa

Freezing Point at 1 atm
0 °d, 101.325 kPa

Triple Point
0.01°C, 611.73 Pa

Vapor

Pa T T T T T T
-250°C -200°C -150°C -100°C -50°C 0°C 50°C  100°C 150°C 200°C 250°C 300°C 350°C
Temperature

Figure 1.2: Phase diagram of water. Water is stable in liquid form for a large range of temperatures
and pressures. On the surface of Earth, pure liquid water is stable between 0 and about 100°C. At high
pressure, up to 200 MPa, the temperature of the solidus decreases with pressure. There is therefore
a region in the diagram (here in red) where liquid water can be stable down to -20°. Salts can also
significantly lower the freezing temperature of water. Credit: SESP.

planetary objects, the surface temperature is below -100°C, but liquid water is stable deep in the
subsurface. The subsurface ocean is actually stabilized by the deep release of energy produced
by the gravitational tidal friction exerted by the planet on the moon due to the eccentricity of
the moons excited by moon-moon gravitational interactions.

e Class I'V: These planets/moons have a subsurface liquid water ocean as class III objects. How-
ever, the ocean here is located between two layers of ice. The phase diagram of water (see
Fig. 1.2) predicts in fact that - at deep pressures - liquid water should convert into ice. Classe
III objects are mainly planets/moons that are extremely rich in water, such as Ganymede and
Callisto (natural satellites of Jupiter) in the solar system (see Fig. 1.3).

Life on classes II/III/IV planetary objects

Photons emitted by the host star cannot reach the subsurface liquid water ocean on class II, III
and IV planets, and photosynthesis cannot occur. On class IT and IIT planets/moons, life can take
advantage of the chemical energy and nutrients brought by hydrothermal and volcanic activity. On
class IV objects, the liquid water ocean is trapped in "sandwich" between two layers of water ice.
Experts used to believe that life would struggle to emerge and develop in this situation because of the
lack of chemical energy and more importantly nutrients. However, it has been recently shown that
heat and nutrients could be transported through the high-pressure lower icy shell thanks to solid-state
convection (Choblet et al., 2017)
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Figure 1.3: Internal models of various objects of the solar system. Liquid water is predicted to
be abundant in the subsurface of many of these objects. Credit: D. Ellison, E. Lakdawalla, and B.
Pappalardo.

In any case, life in the subsurface (class IT, TIT and IV objects) would struggle to modify the surface
and the atmosphere of its host planet/moon. Without the energy provided by photons (e.g. through
photosynthesis), the biological activity is more limited and would have more difficulties to modify the
chemical composition of the atmosphere in a way that it could be detectable remotely (Kaltenegger
et al., 2010).

This is the main reason why my manuscript is focusing on the planets of class I habitability.

1.2.3 Sustaining surface liquid water

To host liquid water on their surface, class I planets must first accumulate liquid water on their surface.
This means that such planets must first accumulate water, then keep it liquid and eventually prevent
it from escaping to espace.

1.2.3.1 Get the water!

Water is abundant everywhere in the galaxy (Cernicharo and Crovisier, 2005), in molecular clouds,
in protoplanetary disks, etc. Water could be a major primary component of numerous planets and
moons and/or could have been brought by later accretion of comets and meteorites. In the solar
system, water is abundant in many of the galilean moons and trans-neptunian objects.

In general, water could be a primary component of planets and moons that form beyond the
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Figure 1.4: Annual mean geothermal heat flux and absorbed solar flux on Earth. The average
geothermal heat flux is ~ 8x1072 W m~?2 and the average absorbed solar flux is 240 W m~2. Credit:
J.H. Davies and J. Michaelsen.

"iceline" (Ros and Johansen, 2013). The iceline is the distance to a star from which water becomes
solid ice and can thus be accreted to become a major component of planetary embryos (Hayashi, 1981;
Lecar et al., 2006).

1.2.3.2 Keep it liquid!

Water is probably very common in many planets and moons. Even liquid water could actually be
widespread in the subsurface of many planetary bodies, as illustrated by our current knowledge of
the interior structure and composition of icy moons and transneptunian objects (see Fig. 1.3) (Lunine
2017 and references therein). However, it is much more difficult for a planet to sustain liquid water on
its surface because liquid water only exists for a limited range of temperatures (see Fig. 1.2). Surface
temperatures depend on the energy balance of the system. The radiative cooling of the surface and
oceans by thermal emission is compensated by external sources of energy. At the top of the atmosphere,
the source of energy is the solar flux. At the bottom, this is the geothermal heat flux. On Earth,
the solar flux dominates by at least 3 orders of magnitude any other source of energy in the radiative
budget (see Fig. 1.4).

The stellar flux

To first order, it is the stellar flux that controls if the planet can keep liquid water on its surface.
If the planet is too close from the host star, the surface temperature of the planet is too high for liquid
water to be stable. If the planet is too far from the host star, the surface temperature of the planet is
too low for liquid water to be stable.

The greenhouse effect of the atmosphere

The composition and the thickness of the atmosphere of a planet have a major role on the surface
radiative budget. In particular, the presence of greenhouse gases usually contributes to increase the
surface temperature of the planet. A greenhouse gas has the property to absorb light much more
efficiently in the thermal infrared (where the peak of the thermal emission of the planet is) than in
the spectral range where the peak of the stellar emission is. Greenhouse gases absorb thermal infrared
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emission from the surface and emit radiations back to the surface, contributing to the warming of the
surface.

On Earth, the major greenhouse gases are water (H20), carbon dioxide (COz), methane (CHy)
and ozone (O3). Our experience in the solar system tells us that there is a wide variety of possible
atmospheric compositions. The atmosphere of Jupiter is essentially made of dihydrogen (Hz) and
helium (He); the atmosphere of Venus is dominated by COq; etc.

Note that the greenhouse warming power of a gas depends on the context (amount of gas, temper-
ature of the planet, emission spectrum of a star). For example, on present-day Earth, small injections
of methane (CHy) in the atmosphere can have a huge greenhouse effect. Yet, on temperate planets
orbiting cool stars, CHy can have a very strong anti-greenhouse effect, because (stratospheric) CHy
absorbs light very efficiently in the near-infrared, where the peak of emission of cool stars is. This
prevents stellar emission from reaching (and thus, warming) the low atmosphere and/or surface of the
planet.

Note also that radiatively (almost) inactive gases such as Ng or Oy can play a very important
role for greenhouse warming, through collisional broadening of absorption lines of greenhouse gases.
This broadening can significantly increase the spectral range of absorption of greenhouse gases and
therefore increase their warming power (see Section 1.4.3).

The geothermal heat flux

The geothermal heat flux on Earth is on average 3x 103 times weaker than the solar flux. However,
on other planetary objects, the geothermal heat flux can have a much more pronounced impact. To, a
volcanically active natural satellite of Jupiter, has a mean geothermal heat flux that is 25 times stronger
than on Earth, because of the heating of the interior by tidal frictions (Spencer et al., 2000). It is
possible that, in some very specific configurations, the geothermal heat flux could play an important
role on the radiative budget of the planet and therefore on its habitability®.

1.2.3.3 Protect it from escape!

An habitable planet can lose water through atmospheric escape. Surface liquid water is by definition
in equilibrium with the atmosphere. Water that evaporates into the atmosphere can rise up into the
upper layers and get photodissociated by the high energy photons (FUV |Far Ultraviolet| or more
energetic photons, such as EUV [Extreme Ultraviolet] and X rays) emitted by the star, producing
hydrogen and oxygen atoms. Hydrogen atoms are very light and can easily escape from the gravity of
the planet. If the amount of water vapor in the upper atmosphere is high, and if the X/EUV /FUV flux
emitted by the star is also high enough, then a planet that is initially habitable can lose the totality
of its hydrogen - and thus of its water - to space in the long run.

There are actually numerous processes that can increase or reduce the atmospheric escape rates
of water (hydrodynamical escape, meteoritic impacts-driven escape, solar wind-driven escape, etc.)
(Pierrehumbert, 2010; Zahnle and Catling, 2017). Most of the atmospheric escape mechanisms involve
very complex, non-linear processes that are very difficult to constrain even on present-day Earth.
Space missions such as MAVEN currently in orbit around Mars (Jakosky et al., 2015) will hopefully

5For the very peculiar case of planets orbiting in the Habitable Zone of brown dwarfs, the internal heat flux produced
by the tidal dissipation could actually be the dominant source of warming on the planet!
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better constrain the atmospheric escape models so that we can start to safely apply them to planets
or moons where no or almost no observations are available.

1.2.4 The "Habitable Zone"

Classically, The Habitable Zone defines the range of orbital distances for which a planet can sustain
surface liquid water (Kasting et al., 1993), and can thus provide the environment for life to emerge
and exploit photosynthesis, and potentially to modify the planetary atmosphere in a detectable way.
The Habitable Zone (HZ)® is thus a very useful concept for astronomers to get an idea of where the
planets to target or "hunt" to find life are. For this reason, it is sometimes nicknamed the Hunting
Zone’ (HZ) (see Fig. 1.5). The Habitable Zone is sometimes also known as:

e the "Surface Liquid Water Zone" (SLWZ). Very conventional, T agree.

e the "Surf Zone"® (SZ), for adventurers! The zone where you always get ocean waves and sunshine
at the same time.

e the "Goldilocks Zone", a metaphorical reference to the children’s fairy tale of "Goldilocks and
the Three Bears".

e the "ecosphere" (Strughol, 1955), the historical definition.
e the "temperature zone" (Tasker, 2017).

Note that a planetary body that is inside the Habitable Zone is not necessarily habitable (e.g. the
Moon is in the Habitable Zone but is not habitable).

1.2.4.1 Inner edge of the HZ

The inner edge of the Habitable Zone is defined as the minimal distance from a given star below which
no planet can accomodate surface liquid water.

The "Runaway greenhouse" limit

Let’s start with a thought experiment. Take the Earth and put it closer and closer to the Sun.
As the Earth get closer to the Sun, the surface temperature and the amount of water vapor in its
atmosphere will both increase. Although the Earth is much warmer than today, the radiative budget
is still at equilibrium.

At some point however (e.g. from a given star-planet distance), the Earth reaches a tipping
point from which the radiative budget becomes out of equilibrium. The amount of water vapor in
the atmosphere is so large that the lower atmosphere becomes completely opaque at all infrared
wavelengths. The infrared thermal emission emitted by the lower atmosphere and the surface cannot
escape to space and the planet therefore cannot cool down. The surface temperature of the planet will
progressively increase until the planet can reach a new equilibrium. This new "very hot" equilibrium
state occurs when the surface temperature of the planet reaches ~ 1800+ Kelvins (Kopparapu et al.,

5The Habitable Zone (HZ) should not be confused with the Habeertable Zone (also "HZ") (Turbo-King et al., 2017).
"Credit goes to Franck Selsis.
8Credit goes to the very same Franck Selsis.
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Figure 1.5: "What phrase do you think we should use to call the regions around stars where we
should prioritize planet searches?". Results from a poll proposed to the participants of the Habitable
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Figure 1.6: Classical Habitable Zone (in yellow) shown as a function of the star-planet distance (in
astronomical unit [AU]) and the mass of the host star (with respect to the mass of the Sun Mg).
The left part of the HZ was determined by the runaway greenhouse limit, whereas the right part was
determined by the maximum greenhouse limit. From Kasting et al. (1993).
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2013). At this extreme temperature, the planet is so hot that it starts to emit in the near-infrared /
visible domains, where water vapor absorb light much less efficiently.

A planet that is too close from its host star would inevitably lose all its liquid water through
evaporation into the atmosphere because of the "runaway greenhouse" mechanism (Ingersoll, 1969;
Kasting, 1988; Nakajima et al., 1992).

Note that the exact position of the runaway greenhouse limit can be tricky to determine as it
depends of a huge list of internal and external effects (some can be very subtle) such as the type of
star, the mass and radius of the planet, the rotation rate of the planet, the amount of available surface
water, the amount of additional greenhouse gases, the position and extension of continents, the size
of cloud particles, etc.

The "Moist greenhouse" limit

Let’s do a second thought experiment. Once again, take the Earth and push it closer and closer
to the Sun. At 0.95 astronomical unit?, the Earth would enter into the "runaway greenhouse" state
depicted above. But before reaching that state, the Earth will transit progressively into warmer and
warmer, wetter and wetter climate states. Similarly, the upper layers of the atmosphere will also
become warmer and wetter. The solar X/EUV/FUV flux can reach the molecules of water in the
upper atmosphere and break them into oxygen and hydrogen. Light hydrogen atoms can then easily
escape from the gravity of the planet and be lost to space.

Through this mechanism, called the "moist greenhouse" (Kasting, 1988), the Earth could progres-
sively lose all the hydrogen to space and therefore lose all its water.

Note that all the climate models do not currently agree on which of the two processes (a runaway
greenhouse or a complete moist greenhouse, i.e. a moist greenhouse that leads to the loss of the entire
present-day Earth surface/near-surface water content) will occur first on Earth (Kopparapu et al.,
2013; Goldblatt et al., 2013; Leconte et al., 2013a; Wolf and Toon, 2015; Popp et al., 2016; Kopparapu
et al., 2017). Although there are a lot of subtle differences between these models, it seems that the
main source of discrepency is related to the convection scheme used in the models. The amount of
water vapor that reaches the upper atmosphere is indeed strongly related to the strength and depth of
the convective layers, as well as to possible overshoot processes. These processes occur at a very small
(km) scale and cannot be spatially resolved by global climate models, which usually adopt schemes
that mimic convection.

Another significant difference in the models also arises from the calculation of radiative properties
of water vapor, i.e. from the switch between HITRAN and HITEMP H5O line lists, as well as the
switch between different HoO continuum models (e.g. MT _CKD, BPS or CAVIAR). For instance,
HITEMP includes many more weak lines of HoO in the visible and near-infrared, so models that use
it are more prone to a runaway greenhouse and have a harder time finding stable, moist greenhouse
states (Kopparapu et al., 2013).

1.2.4.2 OQuter edge of the HZ

The outer edge of the Habitable Zone is defined as the maximal distance from a given star beyond
which no planet can accomodate liquid water. On a distant planet, water can easily freeze because of

“The distance between the Earth and the Sun is equal to 1 astronomical unit (AU), or 150 million kilometers.
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the "runaway glaciation" mechanism. As water starts to freeze, the albedo of the planet rises, which
creates even more freezing. This is a positive (destabilizing) feedback.

The position of the outer edge of the Habitable Zone can be calculated by finding the most efficient
atmosphere to keep surface liquid water on a planet as far as possible from its host star. This is
usually done by designing the best atmospheric cocktail of greenhouse gases (in both quantity and
composition), and that is physically plausible. We call this limit the "maximum greenhouse".

The Maximum greenhouse

Greenhouse gases tend to warm the surface of planets. On Earth, greenhouse gases warm the
surface in average by ~ 33K. On Venus, the greenhouse warming rises several hundreds of Kelvins.

There are numerous greenhouse gases in nature, but there is only a limited number of them
that we expect to be present in significant proportions in the atmosphere of habitable planets. The
more plausible gases are carbon dioxide and water vapour (COgy, H2O). Other gases like ammonia
(NH3) or methane (CHy4) could be abundant in reducing atmospheres but would experience rapid
photodissociation if they are not protected from the X/EUV/FUV flux emitted by the star, or if they
are not replenished fast enough. Hs'? is also a good candidate, but it is light and can escape very
easily to space.

Traditionally, the Habitable Zone boundaries are calculated assuming COs9 as the primary green-
house gas. There are several reasons for that. First, because adding CO; into an atmosphere is in
fact one of the most efficient way to warm the surface of a distant planet. Secondly, because COq
is a widespread greenhouse gas in the planets of the Solar System (Venus, Earth and Mars). Third,
because we know that there are on Earth geochemical mechanisms (e.g. the carbonate-silicate cycle;
see Section 1.2.6) that can regulate the amount of COg in the atmosphere, stabilizing the climate in
conditions where surface liquid water should be stable.

The Rayleigh scattering

Unfortunately, a planet cannot be warmed as much as wanted just by adding greenhouse gases
such as COs indefinitely. At some point, the opacity of the greenhouse gases starts to saturate in the
infrared, while the fraction of the stellar emission absorbed by the surface and the atmosphere of the
planet starts to decrease (Kasting et al., 1993; Kopparapu et al., 2013). This results from the Rayleigh
scattering by gas molecules that tends to reflect incoming photons to space. A planet with a pure
COq atmosphere (without clouds) can keep liquid water on its surface until 1.67 Astronomical Units
(around a Sun-like star). This distance is the outer edge of the Habitable Zone and was established
for an atmosphere of 8 bar of COq, for planets with Earth radius and gravity (Kasting et al., 1993;
Kopparapu et al., 2013). If the planet builds up more than 8 bar of COq, then it starts to cool down
because of the Rayleigh scattering.

Note that the effect of Rayleigh scattering is lowered for planets orbiting cool stars, because most of
the stellar emission occurs in the near-infrared spectral domain where the effect of Rayleigh scattering
becomes negligible!!.

Atmospheric collapse

Surface condensation can also sometimes prevent a planet from building up an atmosphere as thick
as wanted. Temperatures are not homogeneous on the surface of a planet. Whether atmospheric gases

10H, can produce a powerful greenhouse effect through collision-induced absorptions (see Sect 1.4.6).
"'We recall that the cross section of Rayleigh scattering scales as A™*, with \ the wavelength
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condense or not usually depends on the minimum surface temperature of the planet. This is why we
usually call the regions of minimum temperature the "cold traps", because this is where gases that
condense will get preferentially trapped. Usually, the cold traps are located either at the poles (on
Earth, for instance) or on the nightside (for synchronously rotating planets; see Section 1.2.4.3).

Surface condensation or "atmospheric collapse" can prevent a planet to reach the theoretical "max-
imum greenhouse" limit. This possibility is discussed in details in Chapters 2 and 4.

The effect of clouds

Clouds play a major role to determine the edges of the Habitable Zone. Clouds can reflect a
large part of the incident stellar light, but they can also produce a very strong greenhouse effect,
by absorbing thermal infrared from the surface, and re-emitting part of it back to the surface at a
lower brightness temperature. In some cases, clouds can even reflect (or scatter) the thermal infrared
emission of the surface, back to the surface. Clouds, depending on their composition, thickness and
spatial distribution can contribute positively or negatively to the radiative budget of a planet!?.

When COs ice clouds start to form in a thick COs-dominated atmosphere, the surface of the planet
can get warmer. CO; ice clouds are in fact made of thin particles of COs ice that backscatter the
thermal emission of the surface (Forget and Pierrehumbert, 1997). When taking into account the
radiative effect of COs ice clouds, the outer edge of the Habitable Zone can be theoretically pushed as
far as 2.5 Astronomical Units from the Sun (assuming a 100% cloud cover) (Forget and Pierrehumbert,
1997)13.

1.2.4.3 The effect of the rotation speed

The Earth rotates once in about 24 hours with respect to the Sun, and rotates around the Sun in
about 365 days. The Moon, however, always shows the same face to the Earth. The rotation period
of the Moon (with respect to the Earth) is equal to the orbital period of the Moon around the Earth.
The Moon is in 1:1 spin-orbit resonance with the Earth. We usually tell that (i) the Moon is in
synchronous rotation around the Earth or (ii) the Moon is tidally locked to the Earth. These three
different wordings describe the same orbital configuration. Similarly, Mercury is in 3:2 spin-orbit
resonance with the Sun. Every two orbits, Mercury has completed three rotations with respect to the
Sun.

Generally, planets that orbit very close to their host star are influenced by gravitational tides
exerted by the star on the planet. The tidal torque tends to lower the obliquity of the planet and
tends to slow down the rotation of the planet, until the planet get trapped in a spin-orbit resonance
state. Sometimes, the mechanism is so efficient that the planet ends up in synchronous rotation, like
the Moon around the Earth.

Planets orbiting in the Habitable Zone of low mass stars are relatively close to their host (faint)
star. As a consequence, gravitational tides should exert a significant influence on their rotation and

120n Earth for example, clouds are the main source of uncertainties in assessing how the climate will respond to an
increase in carbon dioxide atmospheric levels.

13This number is in fact very likely overestimating the position of the outer edge of the Habitable Zone, because in
reality, (i) the COz ice cloud coverage can be much lower than 100% (Forget et al., 2013) and (ii) Kitzmann (2016) recently
demonstrated that the greenhouse warming of CO3 ice clouds had been overestimated in Forget and Pierrehumbert (1997)
because of the way radiative transfer is handled in climate models (i.e. the widely used two-stream approximation can
introduce significant error in the calculation of greenhouse warming produced by COx ice clouds).
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Gravitational tides

Figure 1.7: Mechanisms of the effect of gravitational tides (upper panel) and thermal tides (lower
panel). w and the corresponding black arrow indicate the direction of the rotation of the planet. ¢
refers to the angular lag created by the tides. The atmosphere is in blue. Credit: J. Laskar and A.
Correia.

obliquity. Many of the planets orbiting in the Habitable Zone of low mass stars are expected to (1)
have a near-zero obliquity, (2) have a near-circular orbit and (3) be in synchronous rotation around
their host star.

Why do gravitational tides affect rotation?

The gravity force (that decreases as distance increases) exerted by a star on a planet is not the
same everywhere on the planet. The part of the planet that is closer to the star is more attracted by
gravity than the part of the planet that is the most distant to the star. As a consequence, the star
distorts the planet and creates a bulge in the star-planet direction (Goldreich and Peale, 1966; Peale,
1977).

If the rotation period of the planet is shorter than its orbital period, the "tidal" bulge will be
slightly shifted with respect to the star-planet axis. There is in fact a time lag before this tidal bulge
disappears, because the planet is a non-elastic body.

As a consequence, there is a slight angular lag ¢ (see Fig. 1.7, upper panel) between the tidal bulge
and the star-planet axis, creating a tidal torque that acts in the opposite direction of the rotation of
the planet. This means that this tidal torque actually slows down the planet. This effect will persist
until the rotation period of the planet is equal to the orbital period. In this situation, the most stable
equilibrium state is the synchronous rotation.

Note that it is possible that the planet, depending on its eccentricity, may be trapped in higher
orders of spin-orbit resonances (3:2, 2:1, etc.).

The effect of thermal tides
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When a planet is endowed with a thick enough atmosphere, there is another tidal force that appears
and that creates the opposite effect with respect to the gravitational tides. These are the "thermal”
tides (Chapman and Lindzen, 1970; Leconte et al., 2015; Auclair-Desrotour et al., 2017a).

Take a planet with a thick atmosphere, like Venus for example. The Sun is going to warm preferen-
tially the "substellar" region of the planet, the region of the planet where the Sun is at the zenith. The
atmosphere in the substellar region will warm and thus expand. To equilibrate the pressure gradient
in the atmosphere of the planet, this expansion will produce strong winds that will push atmospheric
gases (and thus some mass) toward the terminators'® of the planet. This creates a bulge of positive
mass in the direction perpendicular to the star-planet axis.

If the rotation period of the planet is shorter than its orbital period, there will be an angular shift
0 between the position of the "thermal tide" bulge and the direction perpendicular to the star-planet
axis (see Fig. 1.7, lower panel). If § is lower than 90°, the bulge will produce a thermal tide torque
acting in the same direction than the planet, which will further accelerate the rotation speed of the
planet.

If the thermal tides are strong enough, the period of rotation of the planet will converge in an
equilibrium state that is different from the synchronous rotation, where gravitational tides and thermal
tides offset each other. This is very likely what happened to Venus (Gold and Soter, 1969; Correia
and Laskar, 2001).

Gravitational tides and thermal tides are the two main processes that control if a planet end up
in synchronous rotation or not. In general, the lower the mass of the star, the thinner the atmosphere
of the planet, the higher the chances for the planet to end up (rapidly) in synchronous rotation
are. Planets that orbit in the Habitable Zone of very cool, small stars should very likely end up in
synchronous rotation. This holds unless external factors come at play, such as outer massive planets
that could excite the orbit of the planet in higher spin-orbit resonances.

A planet that is synchronously rotating receives the totality of the stellar emission on one face
only. This has dramatic consequences for the type of climates and the habitability on these planets.

The inner edge of the Habitable Zone for synchronous planets

If you place the Earth at a distance of 0.95 Astronomical Unit from the Sun, the Earth is going to
face a runaway greenhouse. Soon the Earth will not be habitable. Proceed now to the same experiment
with a synchronously rotating planet. At 0.95 Astronomical Unit, the planet will remain habitable!
As the planet get closer and closer to the Sun, the stellar flux received by the planet is getting higher
and higher. This creates a strong convective region at the substellar point, producing a very thick,
reflective cloud cover (Yang et al., 2013) as illustrated in Fig. 1.8. The cloud coverage of the irradiated
face can be almost complete. The higher the stellar flux, the more efficient the convection is, the
thicker and thus the more reflective the cloud cover is, and the higher the planetary albedo becomes.
As a consequence, the inner edge of the Habitable Zone for synchronously rotating planets lies at much
lower distance than (Earth-like) fast-rotating planets (see in Fig. 1.9 the difference between the pink
and violet limits in the Habitable Zone diagram).

Synchronous planets that orbit in the Habitable Zone of very low mass (or "ultracool") stars can
have a rotation period shorter than 10 days, and can enter in the "fast-rotating" regime (Edson et al.,
2011; Carone et al., 2015, 2016), where winds can be so strong that the cloud cover is reduced and

Y Terminators are the regions of transition between the dayside and the nightside of a planet.



1.2. The habitability of planets 17

moist
ascending
region

Clouds

High albedo effect

High local greenhouse
effect

Figure 1.8: Schematic view of the stabilizing feedback of substellar clouds on synchronous planets.
Credit: J. Leconte.

shifted away from the substellar point (Kopparapu et al., 2016). This drastically reduces the cloud
negative (stabilizing) feedback described above, which pushes the inner edge of the Habitable Zone to
lower irradiation as the mass of the star decreases (see in Fig. 1.9 how the pink limit evolves with the
type of host star).

Note that there are still huge uncertainties related to how much clouds form (and how clouds are
organized) at the substellar point of synchronously rotating planets. Most of these uncertainties come
from the fact that current convection schemes are unable to represent how clouds can aggregate and
form structures at much lower scales than the typical resolution of Global Climate Models (GCMs).
The most efficient way to examine closely these effects is to use Large Eddy Simulations (LES) that
can go to a low enough spatial (< 1 km) and thus temporal (~ 1 s) resolution that the convection
processes can be explicitely resolved (Lefevre, Turbet et al., in preparation).

The outer edge of the Habitable Zone for synchronous planets

Cold planets are usually less affected by gravitational tides because they are more distant from
their host star than the "hot" planets, e.g. planets near the inner edge of the Habitable Zone. In the
Solar System, the typical timescale to synchronize the rotation of a planet at the inner edge of the
Habitable Zone (0.95 AU) is roughly 30x lower than a planet at the outer edge (1.67 AU). As a result,
the timescale needed for a planet like Mars to reach the synchronous rotation state is much longer
than the typical lifetime of a Sun-like star.

However, around very low mass stars, the Habitable Zone is much closer to the star, and even
cold planets (e.g. planets near the outer edge of the Habitable Zone) are thus likely to end up
in synchronous rotation. On such planets, the most efficient cold traps are usually located on the
nightside. To sustain surface liquid water, the planet must first be able to sustain an atmosphere. For
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Figure 1.9: Habitable Zone (grey area) for synchronously rotating planets. The white dotted line (or
"tidal-locking distance") is the typical time scale required to synchronise the orbit of a planet within
a Gy timescale. Adapted from Kasting and Harman (2013).

example, a planet endowed with a thin enough atmosphere of No/CO2/H20 could lose progressively
all the gases by surface condensation on the night side. First, water vapor will condense on the night
side, then COg, ... and even potentially No! As the atmosphere get thicker (by injecting more Ng or
COg for example), (1) there is more greenhouse warming and (2) the heat transport between dayside
and nightside becomes more efficient. These two effects combined tend to prevent atmospheric species
from condensing on the nightside.

If the synchronous planet is able to sustain an atmosphere that is thick enough that atmospheric
collapse is prevented, then the outer edge of the planet can be defined once again by the maximum
greenhouse limit (see in Fig. 1.9 the pale blue limit). Note that other types of heat transport (e.g.
oceanic transport) can also drastically increase the stability of synchronous planets to atmospheric
collapse (Hu and Yang, 2014; Del Genio et al., 2017).

1.2.4.4 Influence of other effects on the boundaries of the Habitable Zone

There are many other effects that can actually affect the positions of both the inner and outer edges
of the Habitable Zone.

Dry planets

Dry planets also known as "water-poor" planets or "land planets" are desert worlds with limited
surface water (Abe et al., 2011). On these planets, water is expected to migrate to the cold traps of
the planet (usually the poles). On such planets, the runaway greenhouse is much harder to trigger
because of the low availability of surface liquid water. As a result, the inner edge of the Habitable
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Figure 1.10: Evolution of the solar luminosity, radius and temperature from formation (Age = 0) to
the exit from the Main Sequence phase (Age — 10.5 Gy). From Ribas (2010).

Zone of dry planets is expected to be much closer to the host star (Abe et al., 2011; Kodama et al.,
2018).

Hydrogen-rich atmospheres

Hydrogen is a super efficient greenhouse gas due (i) to collision-induced absorptions (see Sec-
tion 1.4.6) between Hy-Hs and Ha-X pairs and due (ii) to the fact that it condenses only at extremely
low temperatures. Theoretically, with a thick enough atmosphere of Hy, any distant terrestrial planet
could sustain surface liquid water'® (Stevenson, 1999; Pierrehumbert and Gaidos, 2011; Seager, 2013).

However, the main issue with the Ho greenhouse warming is that Hs is hard to sustain in the atmo-
sphere of an Farth-sized planet because it can escape very easily to space (Ramirez and Kaltenegger,
2017).

1.2.5 Past and future of the Earth

The main source of production of energy in the Sun is nuclear fusion. Hydrogen atoms come together
to form helium. As the mixing ratio of helium increases in the Sun, the Sun core gets denser and, as
a consequence, warmer. Nuclear reactions are more and more intense, which increases the production
of energy in the Sun’s core. As a result, the solar luminosity is increasing with time.

The past of the Earth

5Even a free-floating planet (i.e. a starless planet) could sustain surface liquid water with a thick Ha atmosphere and
some geothermal heat flux (Stevenson, 1999).
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Three billions years ago, the Sun was 20% fainter than today. If you suddenly reduce the solar
flux on present-day Earth by 20%, oceans would rapidly freeze (Charnay et al., 2013). Yet, we have
robust evidence that life was present on Earth at least from 3.5 billion years ago from stromatolites
and microfossils (Schopf et al., 2007), and that surface or near-surface liquid water must have been
present continuously on Earth from 3.5 Gya until now. This is usually known as the "faint young Sun
paradox" (Sagan and Mullen, 1972).

There are several scenarios that could explain the continuous presence of life and liquid water
on Earth since 3.5 Gya. The most common of these scenarios is that Earth had - at the time - an
atmosphere dominated radiatively by COq and potentially CH4/Hso that produced a strong greenhouse
warming.

The future of the Earth

6 billions years from now, the Sun will leave the Main Sequence phase of stars to become a Red
Giant. The radius of the Sun will increase by a factor of ~ 200 and the Earth will very likely end up
swallowed by the Sun.

1-2 billion years from now, the Earth will receive 10% more radiation from the Sun, as the Sun
get brighter and brighter with time. This should be enough to trigger a transition toward a Runaway
Greenhouse (Leconte et al., 2013a; Wolf and Toon, 2015). All the water present in the surface and
subsurface of the Earth will evaporate, forming a steam atmosphere with a temperature that could
rise up to 1500°C (Kopparapu et al., 2013). The surface pressure of the Earth will then reach several
hundreds of bar. The Earth will therefore become unhabitable.

900 millions years from now, the temperature of the Earth will be high enough for the CO3 present
in our atmosphere to get almost entirely weathered (see next subsection). The amount of CO4 will go
below 10 ppm (as a reminder, the present-day Earth concentration of COy is ~ 400 ppm or 0.04%),
which should stop the photosynthesis of terrestrial plants (Caldeira and Kasting, 1992). Without
photosynthesis, life as we know it cannot subsist. Meanwhile, the Earth may have entered into a moist
greenhouse state during which water is lost progressively to space.

More importantly, 100 years from now, the future climate change will cause a rise of mean surface
temperatures by 1.5 to 4.5°C (IPCC, 2013: Climate Change 2013: The Physical Science Basis.). The
main driver of this climate change is the production by us - humans - of greenhouse gases, and more
particularly carbon dioxide (CO2), a very powerful greenhouse gas. Although this is a terrible disaster
for our planet, it is important to note that anthropogenic increased levels of COs are unlikely to
produce a transition toward a "runaway greenhouse" (Kasting and Ackerman, 1986; Goldblatt et al.,
2013; Ramirez et al., 2014b).

Dangerous young stars

In general, the habitability of a planet is tightly linked to its host star and its temporal evolution.
Before reaching the Main Sequence phase during which their luminosity increases slowly, stars have to
go through the Pre-Main-Sequence (PMS) phase during which the star is warmer, brighter and larger.
The PMS corresponds in fact to the phase during which a newly formed star is getting rid of the initial
energy of its accretion, through the conversion of gravitational contraction to emissions of photons.

For a Sun-like star, the duration of the PMS - usually approximated by the "Kelvin-Helmoltz"
timescale - is very short (~ 107 years) compared to the typical lifetime of planets. However, the
duration of the PMS phase can be much longer (up to 10? years) for smaller stars. During that period,
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Figure 1.11: Mechanism of the carbonate-silicate cycle. Credit: J. Kasting.

planets orbiting around a PMS star could have faced a runaway greenhouse phase during which the
most condensible species (e.g. water) would have been vaporized, and exposed to atmospheric escape.

1.2.6 The carbonate silicate cycle

The Earth is able to regulate the amount of carbon dioxide in the atmosphere (Walker et al., 1981)
through the carbonate silicate cycle illustrated in Fig. 1.11. To put it in simple terms, atmospheric CO2
can get dissolved in fresh water coming from precipitation. While flowing, liquid water can also dissolve
silicated rocks (e.g. CaSiOgz) present on the surface of Earth. Products of the dissolution are trans-
ported through rivers to the oceans where they accumulate. Beyond a given concentration, dissolved
ions combine to form carbonates. On Earth, the formation of carbonates is achieved by living organ-
isms to make shells. The balanced chemical equation is typically: COs + CaSiO3 — CaCO3 + SiOs.
Once they are formed, carbonates fall to the bottom of the oceans where they accumulate. Carbonates
building up on top of the oceanic tectonic plates get slowly transported and eventually get subducted.
At high depth, high pressures and temperatures reverse the chemical reaction, which releases COs.
COg is then outgassed by volcanoes and get returned into the atmosphere. That’s it, the CO3 cycle
is complete.

The key element of the carbonate-silicate geochemical cycle is that the rate of rock dissolution
reaction by COq increases with temperature. As a result, if the Earth gets warmer, the amount of
COg2 in the atmosphere will decrease and the Earth will cool down. Similarly, if the planet gets cold,
the CO4y weathering rate decreases and COs accumulates through volcanic outgassing. If the Earth
gets so cold that it enters into a glacial era (Evans et al., 1997; Hoffman et al., 1998; Hoffman and
Schrag, 2002), liquid water cannot weather continents anymore, and the layer of ice that will form
between oceans and the atmosphere will prevent COo to get dissolved. Meanwhile, volcanoes will
keep outgassing COs in the atmosphere. CO4y will inevitably accumulate in the atmosphere until the
amount of greenhouse gas is high enough for Earth to escape glaciation. The carbonate silicate cycle
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is somehow a "geophysical thermostat" (Walker et al., 1981).

Note that the stabilizing feedback of the carbonate-silicate cycle acts on timescales on the order of
million years, which is fast enough to influence the climate of our planet in the long term, but is way
too slow to counteract the effect of the global warming induced by us, humans.

Several authors have recently explored how the carbonate-silicate cycle would behave on planets
that harbour a different environment than the Earth (Kadoya and Tajika, 2014; Menou, 2015; Haqqg-
Misra et al., 2016; Abbot, 2016; Batalha et al., 2016; Paradise and Menou, 2017). T review recent
advances below.

Limit cycles

We know from solar luminosity evolution models that the insolation on Earth was lower in the
past. How did the carbonate-silicate cycle work at the time? And more generally, how does the
carbonate-silicate behave on planets that are less irradiated than the Earth? A recent breakthrough
to this question was made by Kadoya and Tajika (2014) and Menou (2015)1S.

The CO2 atmospheric balance can be written:

d pco,
dt

= V- W(Tsurfa pCOg) (11)

with pco, the partial pressure of CO2, V' the COy outgassing rate by volcanoes, and W the CO,
weathering rate. W can be estimated empirically by:

W (pCOQ )ﬁ (kaCt (Tsurf_288)
= - e

o (e ) (14 hrun (Loues — 288)) (1.2)

This empirical expression is adapted by Menou (2015) from Earth studies (Berner and Kothavala,
2001). pg = 0.33 mbar is the pre-industrial pco, level, W=Wg=Vg (e.g. the present-day mean COq
outgassing rate) for a surface temperature Tgyr = 288 K (i.e. 15°C). kaey = 0.09 K™1 is a coefficient
proportional to the mineral dissolution activation energy. kg = 0.045 K~!is a coefficient expressing
the effect of temperature on global river runoff. 3 = 0.5 is an exponent that determines how strongly
weathering depends on atmospheric COy partial pressure. § depends on the efficiency at which COq
is concentrated in the soil, and is thus highly dependent on the presence and type of plants (Berner
and Kothavala, 2001). These coefficients can significantly vary depending on the planet considered,
on if (very hypothetic) plants are present or not, on the position and elevation of continents, etc.

Whatever the choice of (physically plausible) coefficients, W is an increasing function of both
temperature and COq partial pressure. On pre-industrial Earth, CO2 outgassing rate by volcanoes
and COs removal rate by weathering are roughly balanced (i.e. Wy = V), and the temperate climate
of the Earth is stable. A planet that is less irradiated than Earth must have more COs in the
atmosphere than the Earth to sustain the same mean surface temperature (288 K) than present-day
Earth. This means that, for a given surface temperature and COgy outgassing rate, the weathering
rate should be higher for planets that are less irradiated, because W increases with pco,.

Beyond a certain distance to the host star, the amount of atmospheric CO4 required to keep the
planet temperate becomes so large, and thus the weathering rate is so high that no solution exists

16 James Kasting actually informed me that Eiichi Tajika had explored this idea more than a decade ago (Tajika, 2003,
2007) in the context of the early Earth and for scenarios of low CO2 volcanic outgassing rates.
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Figure 1.12: Temporal evolution of the surface temperature and COs partial pressure on a planet
located at 1.6 AU of a Sun-like star. It is assumed here that the COy outgassing rate is 3 times that
of present-day Earth. Adapted from Menou (2015).

to the equation 1.1. As a result, the planet will oscillate periodically between warm and cold states.
This is illustrated in Fig. 1.12. Let’s start at the point A. The planet is cold and glaciated and the
weathering rate is zero. COq accumulates through volcanic outgassing. Once the COg partial pressure
is high enough that the greenhouse warming of CO2 can deglaciate the planet (B), the albedo of the
planet suddenly decreases and the planet transitions into a warm state (C). Because the weathering
rate is larger than the outgassing rate for temperatures above the melting point of water, the CO,
partial pressure decreases, which reduces the surface temperature. COs decreases until the surface
temperature goes below 0°C (D) and the planet becomes entirely glaciated. This stops the weathering
and brings us back to point A. This oscillation between warm and cold states, predicted on distant
Earth-like planets'’, is called "limit cycle".

A direct implication of this result is that distant planets are expected to enter very easily in
glaciation eras, where they could be trapped for extended periods of time because of (1) substantial
seasonal weathering in localized deglaciated continental regions (Paradise et al., 2018) or (2) because
atmospheric COy could condense in the coldest regions (usually the poles) of the planet (Turbet et al.,
2017b). This second possibility is the topic of Chapter 2.

The carbonate silicate cycle on water-rich and water-poor planets

Water-rich and water-poor planets can be considered as the two endmembers states of temperate
Earth-like planets.

Water-rich planets are planets that have enough water for oceans (glaciated or not) to cover 100%
of the planet. It has been shown that in this situation, it is the dissolution of COs in the ocean - and
obviously not the continental weathering - that controls the amount of CO2 in the atmosphere and
thus the habitability of the planet. The ability of oceans to dissolve COq increases with decreasing
temperature (Kitzmann et al., 2015), producing a positive feedback between temperature and COq
atmospheric concentration. As a result, water-rich planets could easily build up a thick COs-dominated
atmosphere, whose thickness depends on the size of both HoO and COs reservoirs.

"Note that limit cycles have also been proposed as a possible scenario for the ancient climate of early Mars (Batalha
et al., 2016).
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Water-poor planets also known as "land planets" are desert worlds with limited surface water (Abe
et al., 2011). On these planets, water is expected to migrate in the cold traps of the planet (usually
the poles). Because water is expected to (1) cover a limited fraction of the surface and (2) stay in the
coldest regions of the planet, the weathering rate is expected to be much reduced compared to a planet
with an Earth-like surface water reservoir (Global Equivalent Layer'® of 3 km) and that receives the
same insolation. As a result, CO2 should easily build up to high levels on land planets.

Venus is probably the best exemple of an extremely dry planet that was unable to equilibrate COq
levels through continental weathering.

1.2.7 Venus, a planet that faced a runaway greenhouse?

Venus is an exemple of what happens to a planet that is too close from its host star.

At first sight, Venus is a planet that is very similar to the Earth. It is a rocky planet, like the Earth,
and its equatorial radius and mass are equal to 0.949 and 0.815 times that of the Earth, respectively.

Yet, the surface and the atmosphere of Venus are very exotic, with respect to the Earth. The mean
surface temperature and pressure of Venus are ~ 480°C and 90 bar, respectively. The atmosphere is
essentially made of CO2. Water vapor is a minor trace gas reaching concentration of 0.002% (20 ppm).
If you take all the water of Venus and put it on the surface, this will produce a layer of 3 cm (e.g. a
3 cm GEL - Global Equivalent Layer) (Bougher et al., 1997; Bézard et al., 2009).

There are good reasons to think that Venus and the Earth formed in a similar manner, and that
the two planets may initially have been composed with similar building blocks. But where did the
water of Venus go? It is likely that water was abundant when Venus was a newly formed planet, but
Venus was unable to keep its water. Because of the large surface temperature of Venus, all the water
(initially potentially liquid) may have progressively been converted into water vapor (Way et al., 2016).
Or alternatively, water may never had the chance to condense on the surface of Venus (Hamano et al.,
2013). In both cases, atmospheric escape of hydrogen would have progressively transformed Venus
into the dry planet that we see today.

In the early 90s, the Magellan space probe was sent to reach the orbit of Venus. Its radar instrument
revealed the details of Venus topography with an unprecedented precision, indicating that liquid water
did not flow on Venus for the last billion year (Solomon and Head, 1991; Solomon et al., 1991). This
observation is crucial because it gives somehow an empirical constraint on the location of the inner
edge of the Habitable Zone. One billion year ago, Venus received 1.76 times the present-day flux on
Earth and was not habitable. One billion year ago, an intense volcanic activity completely resurfaced
the surface of Venus, which prevents us from going back in time further that one billion year ago
(Solomon and Head, 1991; Solomon et al., 1991). Until we go and dig on the surface of Venus, whether
Venus hosted surface liquid water oceans in the past or not will remain a pending question.

Was Venus habitable one day? Is there life in the atmosphere of Venus'®? Hopefully, future space
missions of exploration will tell us more about these pending questions.

18The total water inventory is expressed here in global equivalent layer (GEL), which is the globally averaged depth
of the layer that would result from putting all the available water in the system at the surface in a liquid phase.
19Venus might be part of class IT habitability thanks to cloud droplets that could host primitive life.
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Figure 1.13: Two exemples of sites of dendritic valley networks. Both Warrego Valles (left panel,
42°S,93°W) and the valleys/impact crater lake in the east-rim of Huygens crater (right panel,
14°S,55°E) are located on Late Noachian terrains, in the southern highlands of Mars.

1.2.8 The early Mars enigma

Mars is the only example of planet - except our own Earth - where we know surface liquid water was
present. Yet, we are still unable to understand why.

Today, Mars is a cold and dry planet. The mean surface temperature of the red planet is ~ 200K
and the mean surface pressure is ~ 6 millibar. Within these conditions, water on present-day Mars
can only exist as solid ice or as gas, and very anecdotally as liquid brines (McEwen et al., 2011, 2014;
Ojha et al., 2015). Yet, we now have numerous pieces of evidence that ancient Mars was a planet that
had many characteristics typical of an habitable planet.

Evidence for the presence of surface liquid water

In 1972, the Mariner 9 space probe discovered for the first time dry lakes and rivers on the surface
of Mars. Their presence suggests that the surface of Mars was warm and the atmosphere thick enough
in the past that liquid water was stable on the surface. The large majority of the martian rivers and
lakes observed today on Mars (see Fig. 1.13) are located on terrains dated from ~ 3.5-3.8 billion years
ago (Fassett and Head, 2008a), based on the crater counting method.

Since then, the presence of stable surface liquid water on early Mars has been confirmed with
the detection of multiple geomorphological and mineralogical evidence from both satellite and in-situ
observations. The main pieces of evidence are:

e The discovery of mature, denditric valley networks (see Fig. 1.13) covering a large fraction of the
ancient terrains of Mars (Carr, 1995; Hynek et al., 2010), as well as impact crater lakes (Cabrol
and Grin, 1999; Fassett and Head, 2008b) and deltas (Malin and Edgett, 2003; Moore et al.,
2003; Mangold and Ansan, 2006; Di Achille and Hynek, 2010).

e The discovery that old craters are much more eroded than young ones (Craddock and Howard,
2002; Mangold et al., 2012; Quantin et al., 2015). See Fig. 1.14.
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Figure 1.14: Various impact crater degradation stages, ranging from (A) to (F). Fresh, young craters
(A) with a sharp central peak and irregular rim deposits get progressively eroded through time. First,
(B) the central peak is eroded or buried. Then (C) the crater morphology is smoothed. (D) The
crater rim is removed and the crater get progressively infilled. (E) The remaining flat-floored, rimless
crater becomes breached by valley networks. Eventually (F) the crater is completely eroded/buried,
producing a "ghost" crater (indicated by white arrows). Most of the Noachian impact craters are
highly degraded, indicative of extended period of global erosion. From Craddock and Howard (2002).
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Figure 1.15: This evenly layered rock imaged in 2014 by the Mastcam on the Curiosity rover shows
evidence for a lake-floor sedimentary deposit. This is a strong evidence that Gale crater - where
Curiosity landed - is actually an ancient lake. From Grotzinger et al. (2015).

e The discovery of widespread hydrated minerals all over the Martian surface (Poulet et al., 2005;
Bibring et al., 2006; Mustard et al., 2008; Ehlmann et al., 2011; Carter et al., 2013, 2015).

e The in-situ discovery of fluvial sedimentary conglomerates (Williams et al., 2013) and sedimen-
tary deposits (Grotzinger et al., 2015) within the paleolake "Gale" by the Curiosity rover. See
Fig. 1.15.

Note that evidence for ancient oceans on Mars are still very controversial (see the review in Head
et al. 2018 and references therein). This possibility is discussed in details in Chapter 6 (and references
therein).

Brief chronology of the Martian "liquid water" history for Dummies

Based on craters counting, the history of Mars is decomposed in four chapters:

1. The Pre-Noachian epoch, starting from the formation of Mars up to ~ 4 Gya. This is when
the largest impact craters formed, including Hellas and Argyre. The Pre-Noachian epoch very
likely ended up with the last of the most extreme meteoritic impact events??.

2. The Noachian epoch, from ~ 4 to ~ 3.6 Gya. The Noachian epoch is characterized by a
very high meteoritic impactor flux. More importantly, the Noachian terrains are marked by
by extensive fluvial activity, supported by (1) an extensive erosion, (2) an extensive formation
of valley networks and impact crater lakes, and (3) widespread Al-rich phyllosilicates (clays)
typical of wet environments. Evidence of fluvial activity in the Late Noachian epoch has been

20Because any of the impacts producing huge impact craters such as Hellas or Argyre would completely "reset" the
surface Toon et al. (2010).
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confirmed in situ by the Curiosity rover?!. The end of the Noachian epoch is associated with

(1) a sudden decrease of the erosion, (2) a sudden decrease in the formation of valley networks
and impact crater lakes, (3) a change in the nature of formed minerals. Experts used to think

22 was emplaced before the formation of the

that the main bulk of the Tharsis volcanic province
valley networks, and that the associated release of volcanic gases (e.g. COg or SO3) may have
subsequently contributed to a warmer Late Noachian Martian climate, favoring the formation
of the valley networks (Phillips et al., 2001). We demonstrated in fact during my PhD thesis
that the formation of Tharsis likely occured during or after the formation of the valley networks
(Bouley et al., 2016). The volcanic activity associated to the rise of Tharsis may even have been

at the origin of the end of the Noachian epoch, and the transition toward the Hesperian.

3. The Hesperian epoch, from ~ 3.6 to 3 Gya. The Hesperian epoch is characterized by various
evidence of intense volcanic activities, including (1) the rise of all the tallest Martian volcanoes
(Olympus Mons, Arsia Mons, etc.), (2) extensive lava floods that resurfaced a large fraction of
the Noachian terrains, (3) sulfate deposits and (4) large outflow channels (see Fig. 1.16). Outflow
channels are thought to have been carved by episodic, sudden, warm, flowing water coming from
subsurface aquifers, sourcing in regions of intense volcanic activity. The other pieces of evidence
of the existence of surface liquid water during the Hesperian epoch are: (1) the formation of a few
valley networks, (2) sulfate minerals. Eventually, evidence for warmer periods can be infered from
the basal melting of thick ice sheets on terrains (e.g. the Dorsa Argentea Formation) dated from
the mid-Hesperian (Head and Pratt, 2001; Scanlon et al., 2018). Evidence for tsunami events
(hinting toward the presence of ancient ocean) have been reported, but I show in Chapter 6 that
there are several issues with this hypothesis.

4. The Amazonian epoch, from ~ 3 Gya until now. This is definitely the colder and drier era
of Mars. Most of the Amazonian geological activity is restricted to glacial activity (induced by
both water ice glaciers and carbon dioxide glaciers). Evidence of fluvial activities, such as few
sites of (i) early Amazonian valley networks mostly located on the flanks of Martian volcanoes
(Gulick and Baker, 1990; Baker et al., 1992) and (ii) outflow channels until Middle Amazonian
(Rotto and Tanaka, 1995) and even Early Amazonian (Rodriguez et al., 2015), is very sparse.

In general, the history of Mars is characterized by a progressive decline of fluvial activity, which is

hypothesized to result from a progressive decline of the atmospheric pressure®?.

The early Mars paradox

What is really intriguing is that despite all the pieces of evidence that liquid water was present
on Mars for extended periods of time, we are still unable to understand why. 3.5 billion years ago,
when most of the valley networks formed, the Sun was 25% dimmer than today. The insolation on
Mars at the time was equal to 32% of the present-day Earth insolation, placing early Mars outside
the Habitable Zone. This is really an issue, because the only exemple of habitable planet (e.g. early
Mars) that we have - except Earth - should not be habitable, according to our general understanding

?!Gale crater - where the Curiosity rover landed - is dated from the Late Noachian / Early Hesperian (Le Deit et al.,
2013).

22 Tharsis is the largest volcanic structure in the Solar System.

Z3That may have been lost to space, or in the subsurface as carbonates. Note however that the exact amount of COs
that could have been lost in carbonates is still very controversial.
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Figure 1.16: Various zooms on the Kasei Vallis outflow channel. Kasei vallis is the largest and
longest outflow channel visible today on Mars. Outflow channels are thought to have been carved
by sudden, warm, flowing water coming from subsurface aquifers (Clifford, 1993; Clifford and Parker,
2001). Credits: NASA /ESA.
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Figure 1.17: Annual mean surface temperature on early Mars, assuming a 1 bar COo dominated at-
mosphere, a 25° obliquity, and a solar flux equal to 75% of the present-day value. Surface temperatures
were calculated from a 3-D Global Climate Model (Wordsworth et al., 2013).

of planetary habitability. Therefore, any breakthrough in the understanding of the surface habitability
of early Mars is of capital importance to understand the habitability of planets in general.
Various hypotheses have been explored to overcome this problem.

Dense CO5 atmosphere

The first hypothesis is that the atmosphere of Mars was thicker in the past, and progressively
escaped through time. Many scientists have explored, using numerical climate models, if a thick
(multi-bar) CO2 dominated atmosphere could produce enough greenhouse warming to raise the surface
temperature of early Mars above the melting point of water. Although there were initially controversial
results??, we have now reached a consensus (Wordsworth et al., 2010a; Forget et al., 2013; Wordsworth
et al.; 2013; Kopparapu et al., 2013; Halevy and Head, 2014; Ramirez et al., 2014a; Turbet and Tran,
2017): The greenhouse warming produced by a thick CO2 dominated atmosphere is insufficient to
sustain surface liquid water on early Mars (see Fig. 1.17).

Note however that there are some remaining uncertainties on how much greenhouse warming a
pure CO2 atmosphere can produce on early Mars. This is discussed in details in Chapter 10.

This pushed many scientists to explore alternatives or sophisticated processes to solve the early
Mars enigma.

CO; ice clouds

Forget and Pierrehumbert (1997) demonstrated that COs9 ice clouds that form in a dense COq
atmosphere can produce a very strong greenhouse warming. COs ice clouds can in fact scatter the
thermal emission from the surface, back to the surface. Later, Forget et al. (2013) showed with a
sophisticated 3-dimensions climate model that, although the greenhouse effect of CO3 ice clouds can

?4These discrepencies were related to (1) atmospheric CO2 condensation not taken into account and (2) bad knowledge
and practice on the spectroscopy of dense CO2 atmosphere. See the review in Section 2 of Forget et al. (2013).
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Figure 1.18: Snapshot of the COq ice cloud coverage in a simulation of early Mars with a 2 bar
COg-dominated atmosphere, at 25° obliquity. From Forget et al. (2013).

indeed be very strong, the effect is much weaker than initially thought (Forget and Pierrehumbert,
1997) because the effective CO3 ice cloud partial coverage is limited (see Fig. 1.18). Even more recently,
Kitzmann (2016) demonstrated that the greenhouse warming of COs ice clouds had been overestimated
in Forget and Pierrehumbert (1997) and Forget et al. (2013) because of the way radiative transfer is
handled in the climate models (i.e. the widely used two-stream approximation can introduce significant
error in the calculation of greenhouse warming by COs ice clouds)?’.

H5O0 ice clouds

Some scientists have explored the greenhouse warming of water ice clouds, and have suggested that
it can be very efficient (Urata and Toon, 2013; Ramirez and Kasting, 2017), especially when located at
high altitude (cirrus-like, cold clouds). However, for this mechanism to work, cloud properties (cloud
coverage, cloud particle size, cloud content) must be tuned in a way that appears to challenge the laws
of physics (Ramirez and Kasting, 2017). T discuss this process in more details in the Chapters 5, 8
and 7 of this manuscript.

Volcanic gases (e.g. SO2 and H,S)

Volcanic events (e.g. associated to the rise of the Tharsis volcanic province) could have injected
large amounts of volcanic gases in the atmosphere, such as H2S and SO3. These gases can, when at
high concentration, efficiently warm the atmosphere of early Mars (Tian et al., 2010; Mischna et al.,
2013; Halevy and Head, 2014; Kerber et al., 2015). However, Tian et al. (2010) demonstrated using a
1-D climate model (and later confirmed by Kerber et al. (2015) using a 3-D Global Climate Model)
that whenever large concentrations of SO9 or HsS are present, volcanic aerosols should be produced.
Even small amounts of aerosols should dramatically cool down the surface of early Mars.

Reducing gases (e.g. CH, and Hy)

Z5Heng and Kitzmann (2017) recently proposed a viable solution to accurately model the radiative effect of CO> ice
clouds in Global Climate Models without using a N-streams (with N>2) schemes which is computationally much more
expensive.
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Reducing gases have been proposed as an alternative solution to the early Mars enigma. Ramirez
et al. (2014a) demonstrated that a thick CO2+Hs dominated atmosphere could raise the surface of
Mars above 0°C, through efficient collision-induced absorptions between CO9 and Ho. However, the
issue is that it is difficult to maintain high levels of Hy in the atmosphere, because Ho is light and
escapes rapidly to space.

Similarly, it has been argued that CO2+CHy atmospheres could produce a strong greenhouse
warming on Mars. However, the issue is that for high levels of CHy, (1) highly reflective photochemical
hazes (byproducts of the photodissociation of CHy) form and (2) stratospheric CHy absorbs solar
radiation (Haqq-Misra et al., 2008). These two effect combined produce a significant anti-greenhouse
effect that would tend to cool down the surface of early Mars.

Wordsworth et al. (2017) recently calculated that CO2+CHy and COy+Hy collision-induced ab-
sorption had been underestimated by previous studies (e.g. Ramirez et al. 2014a) and that a few %
of Hy and/or CHy in a dense COy atmosphere would suffice to warm early Mars above 0°C. This
theoretical result is important because the new estimates of amounts of Hy and CHy4 required to warm
early Mars above the melting point of water are more compatible with the expected Hy escape rate
and CHy haze/statosphere cooling feedbacks.

During my PhD, I explored in details this hypothesis in two distinct ways. First, I measured
experimentally the COo+Hs and CO2+CHy collision-induced absorptions to test the prediction of
Wordsworth et al. (2017) (see Chapter 11). Then, I tested the greenhouse warming by reducing gases
in a 3-D Global Climate Model (Chapter 9).

Extreme events

Mars exhibits numerous pieces of evidence that the red planet had to face numerous catastrophic
events during its history. First, its surface is covered by meteoritic impact craters (see Fig. 1.19), some
of them being very large. For example, the Hellas crater is a 2000-km diameter, 8-km deep meteoritic
impact crater that may have been produced by an impactor as large as 500 km in diameter. This
is tremendous! Several authors have argued that meteoritic impacts could have produced episodic
periods of intense warming and precipitation that could be sufficient to explain the formation of valley
networks, the mineralogy, etc (Segura et al., 2002, 2008; Toon et al., 2010; Segura et al., 2012). This
hypothesis is discussed extensively in Chapters 7 and 8.

Later in the Martian history (during late Hesperian-early Amazonian era), large outflow channels
were carved (see Fig. 1.16) by catastrophic release of warm, liquid water from subsurface aquifers
(Clifford, 1993; Clifford and Parker, 2001). Some authors have argued that such events could have
induced a global warming and precipitation on Mars which could explain the formation of the late
valley networks. This hypothesis is discussed extensively in Chapter 5.

Implications of the early Mars enigma

There are two main classes of scenarios that could explain the various pieces of evidence that
surface liquid water was present on early Mars.

First possibility: Mars was "warm'" and "wet" for a long enough period of time that a stable
hydrological cycle took place. Lake and rivers formed. Long-term greenhouse warming by SO9 or CHy
or Ho, etc. could favor this scenario. In this scenario, Mars provided a stable enough environment for
life to emerge and develop.
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Figure 1.19: Map of craters visible today on the surface of Mars. Craters were separated in three
categories: diameter > 250 km; 250 > diameter > 50 km; and 50 km > diameter > 5 km. This
map was produced using the 1-km Robbins crater database (Robbins and Hynek, 2012), available on
http://craters.sjrdesign.net/. Note that a majority of impact craters are not visible today on
Mars because they have been eroded, or buried below subsequent volcanic deposits, ice, or erased by

subsequent impact craters, etc.
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Second possibility: Mars was a cold and dry planet but it was transiently warmed by brief,
catastrophic events such as meteoritic impact, intense volcanism, etc. Cumulated, these events were
conducive to the formation of valley networks and lakes visible today on Mars. In this scenario, liquid
water was stable only episodically, and in a very extreme environment. It is much harder to conceive
that life may have arose in such environment.

Catastrophic events? Or Long-term greenhouse warming? Which of these two scenarios is the
leading source of extensive erosion early in the Martian history? The answer to this question has
strong implications:

1. On Mars. Long-term greenhouse warming is definitely a much more favorable environment
for life to arise and evolve. Instead, if all the pieces of evidence of surface liquid water can
be explained by short, intense catastrophic events such as meteoritic impacts, it is then hard
to conceive that life may exist. The result of this investigation has strong implications for the
search of life on present-day Mars.

2. On the habitability of extrasolar planets. Calculations of the Habitable Zone indicate that
Mars should not be habitable. If the solution to this paradox can be found with any source of
long-term greenhouse warming, then our knowledge on the potential habitability of extrasolar
planets should be revised accordingly.

1.2.9 Application to extrasolar planets

At the time I wrote my PhD (May 2018), the detection of 3767 extrasolar planets have been con-
firmed?%. At the time you read my PhD, there will be potentially (and hopefully) orders of magnitude
more?”.

Since 1995, the historical year of the discovery of the first planet found orbiting another Main-
Sequence star than the Sun 51 Pegasi b (Mayor and Queloz, 1995), a lot of great discoveries have been
made in the field. Thanks to successful space missions such as Kepler (Borucki et al., 2010) and intense
monitoring from ground-based telescopes, we have discovered that not only extrasolar planets do exist,
but they are also extremely numerous and diverse. Specifically to the field of planetary habitability,

we have discovered that:
1. Earth-sized planets are numerous (Bonfils et al., 2013; Dressing and Charbonneau, 2013, 2015).

2. More specifically, Earth-sized planets orbiting in the Habitable Zone of their host star are nu-
merous (Bonfils et al., 2013; Dressing and Charbonneau, 2013; Kopparapu, 2013; Dressing and
Charbonneau, 2015).

This is really promising, because this tells us that there could be a lot of planets potentially
habitable in our galaxy. As of 2015 (while I was starting my PhD), a few temperate Earth-sized
extrasolar planets had been discovered, such as Kepler186f (Quintana et al., 2014) using the transit
method or Gliese 667Cc (Bonfils et al., 2013) using the radial velocity method. See Fig. 1.20 for a
reminder on the transit and radial velocity methods.

26source: http://exoplanet.eu/

27 As T re-checked the website before submitting the manuscript, the number has already raised to 3786 ... 3791!
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Figure 1.20: Tllustration of the widely used radial velocity (a) and transit (b) methods to detect extra-
solar planets. The radial velocity technique (a): Radial velocity technique consists in measuring
the movements of a star perturbed by the gravitational pulls exerted by planets. The movements of
the star translate into velocity changes, which produces Doppler shifts. With high resolution spectro-
graphs, it is possible to detect Doppler shifts and thus infer the presence of planets and their basic
properties (e.g. minimum mass and orbital period). The transit photometry technique (b): This
method consists in monitoring the luminosity of a star. If by chance, a planet passes exactly between
1) observers on Earth and 2) the host star, then the planet will hide a fraction of the light emitted
by the host star. The observed luminosity of the star will decrease during the "transit" of the planet.
Analysis of the light curve (depth of the transit, time between two transits) of the star provides with
various information such as the radius of the planet and its orbital period. Credit: ESO (a) and
NASA, ESA, G. Bacon, STSci (b).
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There were two common points between these planets. First, they are too far for existing and forth-
coming techniques of atmospheric characterization (see Fig. 1.21) to work. For example, Kepler186f is
~ 550 light years away from us. Gliese 667Cc is "only" ~ 22 light years away but is not transiting?®.
Secondly, most of these Earth-sized, temperate planets are orbiting (cool, faint, low mass) small stars.
We call them "M stars". The large majority of Earth-sized, temperate planets that we have detected
so far are orbiting small stars because they are much more easy to find with existing exoplanet detec-
tion techniques, e.g. the transit and the radial velocity methods. We detail below why Earth-sized,
temperate planets are much easier to detect around M-stars.

1.2.9.1 The M star opportunity

With the radial velocity technique

The semi-amplitude of the radial velocity (RV) of the star Kry = M (with Vi max and
Vi, min the maximum and minimum radial velocity of the star, respectively) scales as (Lovis and Fischer,
2010):

M, M,

(On+m) ) ()

with M, the mass of the planet, M, the mass of the star and a the semi-major axis of the orbit of
the planet. Because (1) M-stars have a low mass and (2) planets in the Habitable Zone of M stars are
close to their host star (because M stars are faint), the semi-amplitude of the radial velocity of the
star is amplified (compared to solar type stars). Moreover, because the orbital period of temperate,
Earth-sized planets orbiting M stars is short??, it is much easier to sample the amplitude of the RV
at different orbital phase angles. Eventually, M stars are intrinsically better suited for radial velocity
measurements (with respect to more massive stars):

KRV X (13)

1. because they display much more atomic spectral lines, used for the Doppler shifting measure-
ments. The higher luminosity of more massive stars tends to ionize most atomic spectral lines.

2. because the rotation of M stars is usually slower than more massive stars. This reduces the
contribution of the star rotation to the Doppler broadening of the spectral lines, and makes the
radial velocity measurement easier.

In summary, there is a strong observational bias toward the detection of Earth-sized, temperate
planets around M stars (with respect to more massive stars) with the radial velocity method.

With the transit technique

The amplitude of the transit depth Kiransit of a planet transiting its host star is equal, in first
approximation, to:

Kiransit = (]]2))2 (1.4)

with Ry, the radius of the planet and R, the radius of the star. Because M stars are smaller than other
stars, the transit depth is significanty higher with respect to more massive stars.

%8The existing atmospheric characterization techniques are much more favorable for transiting planets.

29We remind that the period T is proportional to a3/2, with a the semi-major axis of the orbit of the planet.
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Moreover, because the orbital period of temperate, Earth-sized planets orbiting M stars is short,
the planet transits very frequently, favoring its detection and the characterization of its period (with
additional transits).

Based on geometric arguments, it is also easier to find transiting Earth-sized temperate planets
around M stars because the probability of transit is higher for planets close to their star’®. The
probability of a full (i.e. non-grazing) transit Piangsis is (Winn, 2010):

R.-R, R

- : (1.5)

Ptransit =

In summary, there is a strong observational bias toward the detection of Earth-sized, temperate
planets around M stars (with respect to more massive stars) with the transit method.

Last but not least, there is a significant observational bias toward the detection of planets around
M stars with all observational techniques, because M stars are the most common stars of the galaxy.
Approximately 75% of stars are actually M stars, which considerably increases the chance to find
planets around M stars.

A very important corollary is that there are much more M stars in the solar neighborhood than
any other star. As an illustration, there are as much as 98 M stars in the 100 nearest stellar systems3'!
As a consequence, there are much more chance to find a temperate, Earth-sized exoplanet close to us

around a M star (with respect to more massive stars).
Temperate Earth-size planets in our neighborhood

In August 2016, G. Anglada-Escude and his colleagues revealed the discovery of Proxima b
(Anglada-Escudé et al., 2016), a temperate Earth-sized planet orbiting around the closest star from
us, Proxima Centauri (4 light years away from us). In February 2017, we releaved the discovery of 7
transiting planets in the TRAPPIST-1 system (Gillon et al., 2017), 40 light years away from us. In
April 2017, Jason Dittmann and colleagues revealed the discovery of the transiting planet LHS1140b
also 40 light years away from us. In November 2017, Xavier Bonfils and his colleagues revealed the dis-
covery of Ross128b (Bonfils et al., 2017) only 11 light years away from us. I summarize the properties
of these newly discovered planets in Table 1.1.

The true reason why these very recent discoveries are so important is that these nearby planets
should be the first potentially habitable planets amenable to future atmospheric characterization.
And more importantly, this future characterization should be feasible with forthcoming astronomical
observatories. From space, our best option will be the James Webb Space Telescope (JWST) and its
6.5 m mirror that should be launched to space by 202032. From the ground, our best options are the
large telescopes such as the E-ELT (39 m mirror) and the GMT (25 m mirror), both currently under
construction in Chile.

As a result, there is now a huge interest (1) in better understanding the habitability of planets
orbiting M-stars and (2) in detailed, specific investigations of newly discovered Earth-sized planets
(listed in Table 1.1) to assess their potential habitability and observability with existing and forth-
coming telescopes using various atmospheric characterization techniques detailed below. This is the
topic of Chapters 3 and 4.

30We recall that the Habitable Zone becomes closer to the host star as the mass of the star decreases.
3lsource: http://www.recons.org/ - list of the 100 nearest stellar systems.
32The launch date has already been postponed three times during my PhD thesis, from 2018 to 2021.
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Name Distance (ly) Flux Radius Mass Star type Age (Gyo) Date discovery
Proxima b 4.25 0.65 ? >1.27 M5.5 ~4.8 20162
Ross128b 11.0 1.38 ? >1.35 M4 >5 2017
GJ1132b 39.3 19 1.2 1.6 M3.5 >5 2015¢
TRAPPIST-1b 39.6 3.91 1.12 1.02 M8 7.6+2 2016420174
TRAPPIST-1c 39.6 2.09 1.10 1.16 M8 7.6+2 2016420174
TRAPPIST-1d 39.6 1.05  0.78 0.30 M8 7.6+2 2016+20174
TRAPPIST-1e 39.6 0.61 091 0.77 M8 7.6+2 2016+20174
TRAPPIST-1f 39.6 035  1.05 0.93 M8 7.6+2 2016+20174
TRAPPIST-1g 39.6 0.24 1.15 1.15 M8 7.6+2 2016420174
TRAPPIST-1h 39.6 0.14  0.77 0.33 M8 7.6+2 2016+20174
LHS1140b 40.7 0.46 1.4 6.7 M4.5 >5 2017¢

Table 1.1: Best Earth-sized, temperate targets for future atmospheric characterization (as of May
2018). Parameters were derived and/or calculated based on references: Anglada-Escudé et al. (2016)?,
Bonfils et al. (2017)°, Berta-Thompson et al. (2015)¢, Gillon et al. (2016)4, Gillon et al. (2017)9,
Burgasser and Mamajek (2017)¢, Van Grootel et al. (2018)¢, Delrez et al. (2018)4, Grimm et al.
(2018)4, Dittmann et al. (2017)¢. Masses, radii, and stellar fluxes (received by the planets) are given
in ratio to Earth values. Please keep in mind that there are still large uncertainties in some of these
values. For instance, Kane (2018) recently demonstrated using the data provided by the satellite Gaia
that some stellar distances may have been largely underestimated/overestimated, thus affecting the
main properties of planets in these systems.
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1.2.9.2 Atmospheric characterization

There are a lot of different techniques available to characterize the atmosphere of Earth-sized, tem-
perate planets with forthcoming astronomical facilities, illustrated in Fig. 1.21.

Transit spectroscopy

Transit spectroscopy (see Fig. 1.21, row 1) has been the most widely used technique to characterize
the atmosphere of hot, giant planets (Charbonneau et al., 2002; Tinetti et al., 2007; Sing et al., 2016).
When a planet transits in front of its host star, the atmosphere of the planet blocks a fraction of the
light emitted by its host star. Depending on the atmospheric thickness and composition, the planet
absorbs light more or less efficiently at different wavelengths. Precised monitoring of the luminosity
of the star at different wavelengths can therefore be used to infer the composition and thickness of the
exoplanetary atmosphere.

Secondary eclipse

When a planet passes behind its host star, the thermal infrared emission of the planet is blocked
by the host star (see Fig. 1.21, row 2). This technique has already been demonstrated on several very
hot planets (Charbonneau et al., 2005; Deming et al., 2005; Demory et al., 2012). By comparing the
luminosity measured (in the direction of the host star®?) before and while the planet is occulted by
the host star, it is possible to measure the termal emission of the planet. By doing this at different
wavelengths, it is possible to infer the temperature of the planet, the composition and thickness of its
atmosphere, etc.

Planet-planet occultation

If, by chance, at least two planets of the same stellar system are extremely coplanar with the host
star and the observer on Earth, then from time to time a planet can occult another planet of the same
system (see Fig. 1.21, row 3) (Ragozzine and Holman, 2010; Luger et al., 2017a). As a planet 1 occults
a planet 2, the thermal emission of planet 2 is suddenly blocked. By measuring the luminosity in the
direction of the star before and during a planet-planet occultation, it is possible to obtain the thermal
emission of planet 2 and thus infer its temperature, atmospheric composition and thickness.

The technique (although it has never been successfully used) is promising because the Kepler
mission has demonstrated that planetary systems with multi-transiting - and thus potentially coplanar
- planets are numerous.

Thermal phase curves

The temperature and thermal emission is not uniform on a planet. On Earth, there are some
seasonal, diurnal and other forms of variability. On synchronous planet, the temperature and thus
thermal emission contrast can be extreme between the day and night sides.

As a planet rotates around its host star, it shows progressively a different face, and thus a different
thermal emission, to a distant observer (see Fig. 1.21, row 4). The thermal emission of the planet will
vary with time and these changes can be recorded throughout an orbit while observing the luminosity
in the direction of the host star. This is what we call the "thermal phase curve".

Large day-night contrast on synchronous planets can potentially produce a strong signature using
the thermal phase curve technique.

33The light coming from the star and the planet is spatially unresolved.
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Figure 1.21: Ilustration of the various methods that can be used with existing and forthcoming
ground-based (e.g. E-ELT) and space (e.g. JWST) telescopes to characterize the atmosphere of
nearby, temperate, Earth-sized extrasolar planets. Credit: N. Chaniaud.
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This technique is very promising because it can be used on non-transiting planets, where previous
techniques are not possible.

As of 2018, this technique has been restricted to warm planets with large temperature constrasts
between day and night sides (Knutson et al., 2007; Demory et al., 2016).

Direct imaging and reflection phase curves

When a planet is far enough from its host star, and close enough to Earth (where we - observers
- are), it is possible to spatially resolve the light emitted by the star from the light emitted and/or
reflected by the planet.

The strict diffraction limit condition for a circular telescope (1.22A/Dselescope) can be used to assess
if a planet can be spatially resolved or not. It can be written:

dstar—plarfet (AU) > 77x 1072 )‘(:U*m)
dstar-Earth (hght years) Dtelescope (m)

(1.6)

with dstar-planet the distance between the planet and its host star (in AU), dsar-Eartnh the distance
between the planetary system and observers on Earth (in light years), A the wavelength of observation
(in pm) and Dielescope the diameter of the telescope (in m) used for the observation.

If the configuration of the planetary system is favorable according to the diffraction limit criterion3?,
it is possible to separate the light emitted by the star from the one emitted or reflected by the planet3.
Coronagraphs can then be used to hide a fraction of the light emitted by the star (see Fig. 1.21, row 5),
and thus increase the planet/star luminosity contrast by several orders of magnitude.

As of 2018, the direct imaging technique has been mostly restricted to the detection and character-
ization of young planets (with a strong thermal emission) located far from their host star (because it
provides a favorable angular separation) (Marois et al., 2008; Kalas et al., 2008; Chauvin et al., 2017).

But this technique could also be used to separate the light reflected by a planet from the one
emitted by the host star, and thus to directly collect the light reflected by the planet in a telescope.
This light can then be analyzed at several wavelengths?®. The reflection phase curve consists in doing
several direct imaging measurements of the same planet at different orbital phase angles. Variations in
the reflected light can then be used to infer properties such as the albedo of the surface, atmosphere,
aerosols and clouds of the planet.

Note on the high-contrast/high-resolution technique

Even after the operations described above, the planet/star contrast can remain too low to extract
the photons reflected by the planet. Fortunately, several authors have proposed a technique, called
"high-contrast/high-resolution" technique (or "cross-correlation") (Sparks and Ford, 2002; Riaud and
Schneider, 2007; Snellen et al., 2010; Brogi et al., 2012; Snellen et al., 2014, 2015; Lovis et al., 2017),
that can be used to further increase the planet/star contrast. Reflected light from the planet can be

34In practice, a very efficient Adaptive Optics (AQ) system is required to reach the diffraction limit for ground-based
observations. This AO system is usually composed of various optics such as deformable mirrors to correct for wavefront
errors usually produced by atmospheric turbulence or mechanical vibrations in the instrument.

35In practice here, we are mostly interested in the light reflected by the planet because short wavelengths provide a
much more favorable angular resolution

36Gince direct imaging requires large aperture telescopes, the technique is usually restricted to ground-based obser-
vations. This indicates that direct imaging observations can only be performed at wavelengths corresponding to Earth
atmospheric spectral windows.
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Figure 1.22: Principle of the cross-correlation technique. Emission lines from the star are Doppler-
shifted away from planet reflected lines. As a result the planet/star contrast is locally increased.

collected and analysed with a high resolution spectrograph, i.e. with a resolution that is high enough
that emission lines from the star (and that from the reflected light) can be spectrally resolved. The
planetary orbital motion (relative to the host star) is maximal at maximal angular separation between
the planet and the star, producing a Doppler spectral shift. It is then possible to take advantage of
this Doppler spectral shift (see Fig. 1.22) to artificially increase the planet/star contrast.
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Figure 1.23: Description of the various physical processes involved to build a climate model (Forget
and Lebonnois, 2013). Credit: F. Forget.

1.3 Numerical Climate Models to explore habitability

The surface habitability of a planet is tightly linked to the nature and behavior of its atmosphere.
There are numerous physical processes that are at play in the way a planetary atmosphere behaves,
among them:

e Motions of air parcels, described with hydrodynamic equations (Navier-Stokes).

e Condensation, evaporation, sublimation and solidification of various volatile components of the
planet, described with the thermodynamic equations.

Formation and evolution of clouds, described with microphysics.

Absorption, emission, scattering of the solar flux and thermal radiation of the atmosphere, clouds,
and surface. These are described by the equations of radiative transfer.

Atmospheric (photo-)chemistry, described with equations of chemical/photochemical kinetics.

Climate models are numerical codes designed to take into account as many as possible (and as
accurately as possible) of all the physical processes described above (see Fig. 1.23). Numerical climate
models have been initially developed to understand how the climate of the Earth works, and were
then used to understand the effect of the anthropogenic greenhouse gas emissions on the climate of the
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Earth. Motivated by various Solar System space exploration missions, scientists started to adapt these
Earth-centered numerical climate models to the atmosphere of Solar System planets, such as Venus,
Mars, giant planets, etc. Later on, and motivated by the detection of extrasolar planets, several teams
all over the world created (or adapted, based on previous Earth numerical climate models) climate
models to explore the whole diversity of extrasolar planets.

Numerical climate models are very useful tools to explore the climate(s) of both Solar System and
extrasolar terrestrial planets. In particular, they can be used to explore the surface habitability of
planets, by exploring the effect of greenhouse gases, atmospheric circulation, cloud formation, etc. on
the surface environment of temperate, Earth-like planets. Numerical climate models simulations can
also be used to provide synthetic observables for any of the atmospheric characterization techniques
discussed in the previous chapter (transmission spectra, thermal emission occultation, thermal phase
curves, etc.), to prepare and interpret atmospheric observations of extrasolar planets, including the
temperate Earth-sized ones.

1.3.1 The hierarchy of climate models

There are a lot of different kind of climate models used in the scientific community, such as: 1-dimension
reverse climate model, 1-dimension time-marching climate model, 2-D energy balanced models, 2-D
energy balanced radiative convective models, 3-D General Circulation Models, 3-D Global Climate
Models, 3-D Global Climate Models coupled with oceanic model, etc. I review below the three types
of climate models that I used during my thesis to produce the results presented in this manuscript.

1.3.1.1 1-D reverse climate model

1-D reverse climate models or 1-D reverse radiative-convective models are - historically - the first
models that were used to explore the habitability of extrasolar planets (Kasting, 1988; Kasting et al.,
1993). These models are the simplest approach to simulate the mean thermal structure of an atmo-
sphere. The entire atmosphere is modeled here by a single atmospheric column, receiving a flux equal
to 1/4th of the stellar constant (i.e. the stellar flux at the zenith). Moreover, the solar zenith angle
is usually fixed and taken equal to 60°%7. In these models, the mean atmospheric thermal structure is
constructed as follows:

1. The surface temperature and pressure of the planets are arbitrarily fixed.

2. The thermal structure is constructed from the surface to upper atmospheric layers by following
the dry adiabatic thermal gradient3®.

3. If, at some point, the mixing ratio of a gas reaches the saturation level of any condensible gas,
the gas condenses and we switch from a dry adiabatic thermal gradient to a moist adiabatic
thermal gradient?’.

3"This is the geometric average of the solar zenith angle.

38The dry adiabatic thermal profile describes a situation where vertical transport is controlled by dry convection (i.e.
convection that does not involve the condensation of any atmospheric species). Whenever the vertical thermal gradient
dT 9

. is steeper than —Cip, the atmosphere is unstable, and convection processes take place at least until % = -

39The moist adiabatic thermal gradient is a sophisticated version of the dry adiabatic gradient, that takes into account
the latent heat released by the condensation of gases. See equation 1.8.
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Figure 1.24: Temperature vertical profiles assumed for various surface temperatures. Here it is as-
sumed that the thermal profile follows a moist (HoO-driven) adiabatic gradient, i.e. that water vapour
is at saturation everywhere, until the atmospheric temperature reaches the stratospheric temperature,
arbitrarily fixed at 200 K. From Kasting et al. (1993).

4. Eventually, when the temperature reaches a fixed*? stratospheric temperature, the atmospheric
temperature is then assumed to be constant and equal to this fixed stratospheric temperature.

Once the thermal profile is constructed (see an exemple in Fig. 1.24), radiative transfer calculations
are performed in both the solar emission (short-wave) and telluric emission (thermal infrared emission
of the planet; long-wave) wavelengths to compute (i) the planetary albedo and (ii) the outgoing
longwave radiation (OLR). From these radiative transfer calculations, it is then possible to calculate
the incoming stellar radiation (ISR) required for the planet to be in radiative equilibrium. Because
such calculation is (usually) computationally inexpensive®!, it is possible to perform calculations for
a wide range of surface temperatures, and thus rapidly find, for a given instellation (or ISR), the
corresponding surface temperature and thermal profile.

Pros

1-D reverse climate modeling is not only easy to implement, but it is also computationally inexpen-
sive. Therefore, such climate models are well suited to explore a wide range of parameters, atmospheric
compositions, etc.

Cons

However, 1-D reverse models rely on several assumptions that can be questioned. First, they usually
assume a fixed stratospheric temperature, although it could drastically vary for different atmospheric
composition or stellar spectrum. Secondly, they usually assume fixed (or a priori) saturation profiles.

4014 is usually assumed that the temperature of the stratosphere Tgirat is equal to the ’skin temperature’ of the planet
Tskin, which is equal to the effective radiating temperature divided by 21/41/4 (Kasting, 1988, 1991).
41at least, compared with the more sophisticated 3-D Global Climate simulations discussed later on.
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Thirdly, there are not well suited to include clouds. Eventually, they are not well suited to explore
temporal evolution of atmospheres.

Note that I used a 1-D reverse climate model in the Chapter 7 of this manuscript.

1.3.1.2 1-D time-marching climate model

1-D time-marching climate models or 1-D time-marching radiative-convective models are more sophis-
ticated than reverse models, because they calculate self-consistantly (and through time) both the mean
thermal structure and the radiative exchanges between the atmospheric layers. In these models, the
atmospheric thermal structure is constructed as follows:

e At t=0, we assume arbitrarily a thermal profile (that can be constructed for example using the
same method than for the 1-D reverse climate model) and an atmospheric composition.

e Then, for each timestep t, we compute the radiative transfer in both short-wave and long-wave
spectral domains. From this calculation, we derive radiative heating (or cooling) rates, that
are used to calculate, at t—=t+At the new atmospheric vertical temperature profile. This is the
"radiative" part of the calculation.

e We then check if the atmospheric thermal profile is stable to dry and moist convection. If not,
the atmosphere is vertically mixed to ensure that the thermal profile is controlled by either the
dry or moist adiabatic gradient (depending on if condensible species are present or not). This is
the "convective" part of the calculation.

These calculations are then repeated a number of time, enough for the vertical temperature profile
to reach radiative equilibrium.

Pros

The 1-D time-marching radiative-convective model provides a self-consistent calculation of the
mean atmospheric thermal profile. It can be used to study the temporal evolution of a planet. It
can be used globally or locally to derive a thermal structure at any position (latitude, longitude) on a
planet. Eventually, 1-D time-marching models are useful because they can be used as a benchmark as
well as can provide a coherent initial state for more sophisticated 3-D Global Climate Models described
below.

Cons

1-D time-marching models are significantly more computationnally expensive than 1-D reverse
models. More generally, 1-D models are unable to capture the effect of 3-D circulation, formation,
evolution, and radiative feedback of clouds on the climate..

I used 1-D time-marching climate models in the Chapters 4, 7 and 10 of this manuscript. I also
dedicated a significant amount of time during my PhD thesis to develop an online, interactive 1-D time-
marching model*? available on http://laps.1lmd.jussieu.fr/. This model is designed to simulate
the temporal evolution of any atmosphere of any terrestrial planet. This is a very useful tool to teach
students principles of planetary habitability.

42This online model is based on the 1-D "generic" model used for research purposes.
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1.3.1.3 3-D Global Climate Models

3-D Global Climate Models (GCMs)*? are 3-dimensions numerical climate models designed to include
all the physical and chemical processes (see Fig. 1.23) at play in planetary atmospheres and surfaces.
These models are literally aiming at behaving like real planets.

GCMs can be seen as a network of 1-D time-marching radiative convective models connected to
each other with a dynamical core, i.e. a numerical code solving the hydrodynamic equations on the
(rotating) planetary sphere. This hydrodynamic core calculates the winds that transport atmospheric
gases, clouds, aerosols, etc. from one atmospheric column to another.

Note on 3-D GCM with equilibrated volatile reservoirs

Recently, several "exoplanetary" 3-D Global Climate Models have reached a new gap, including
now sophisticated feedbacks between atmosphere and volatile reservoirs:

1. For large volatile content, 3-D oceanic circulation models have been coupled to climate models
(Hu and Yang, 2014; Del Genio et al., 2017). It has been demonstrated that oceanic circulation
can drastically change the heat transport efficiency between cold and warm regions of the planet.

2. For small volatile content, numerical algorithms have been developed to calculate the preferential
location of volatiles (Wordsworth et al., 2013). I used and developed extensively such algorithms
to calculate for instance where ice would migrate or where lakes would form on both extrasolar
planets (see Chapter 2, 3 and 4) and early Mars (see Chapter 5 and 9).

Pros

3-D Global Climate Models are the most accurate way to simulate the atmosphere of a planet.

Cons

3-D Global Climate Models can be computationally very expensive. Any sophisticated GCM
simulation must be parallelized and run on computer clusters. Moreover, GCMs are based on heavy
developments that require a lot of "human" time. There are only a few teams in the world that use
such models, and there are usually based on tens of years of previous developments by tens to hundreds
of scientists.

1.3.2 The 3-D LMD Generic Global Climate Model

At the Laboratoire de Meteorologie Dynamique, scientists have been developing for years 3-D Global
Climate Models. Initially motivated by understanding the climate of the Earth and more specifically
the anthropogenic global warming, they have developed a GCM to study the climate of our Earth.
Later on, this GCM has been adapted to study the climate of Mars and later modified to simulate
early Mars and extrasolar planets. This later model is now known as the 3-D LMD "Generic" Global
Climate Model (see Fig. 1.25), or LMDG GCM. The ambitious goal of this model is to simulate as
accurately as possible the climate of any planet, either inside or outside our Solar System. As of 2018,
the LMDG GCM has been used to simulate the atmosphere of early Earth (Charnay et al., 2013,

*3GCM can also refer to General Circulation Models. General Circulation Models are 3-dimensions numerical models
that simulate the atmospheric circulation of a planet with very simplified equations to describe physical processes (usually
represented by fixed heating rates). Instead, Global Climate Models are 3-dimensions numerical models whose goal is
to model as accurately as possible all the physical processes (see Fig. 1.23) that shape the climate of a planet.
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Figure 1.25: Description of the main building blocks of the 3-dimensions Laboratoire de Meteorologie
Dynamique "Generique" Global Climate Model (LMD-G GCM).

2017), a highly irradiated "future" Earth (Leconte et al., 2013a), Pluto (Forget et al., 2017; Bertrand
and Forget, 2017), Saturn (Guerlet et al., 2014; Spiga et al., 2015), Jupiter (Spiga et al., 2017), early
Titan (Charnay et al., 2014), early Mars (Wordsworth et al., 2013; Forget et al., 2013; Kerber et al.,
2015; Wordsworth et al., 2015; Turbet et al., 2017a), and exoplanets (Wordsworth et al., 2011; Leconte
et al., 2013b; Forget and Leconte, 2014; Bolmont et al., 2016a; Turbet et al., 2016, 2017b, 2018a).

A large fraction of the work described in this manuscript is based on results obtained using the
LMDG GCM. I describe below the different building blocks (see Fig. 1.25) of the model, with a par-
ticular focus on parts that I personnally contributed to during my PhD thesis. Additional information
on the LMDG GCM as well as specific parameterizations can be found in the various Chapters of
this work (and references therein), as well as in the PhD manuscript of Benjamin Charnay (Charnay,
2014). A paper describing in details the LMDG GCM is currently in preparation (Forget et al., in

prep).

1.3.2.1 The dynamical core

The dynamical core is the part of the model that solves the primitive equations of meteorology (i.e.
fluid dynamics around a rotating sphere) in a 3-dimensional grid that covers the entire planetary
atmosphere. The dynamical core is based on a latitude x longitude x altitude grid, using the Arakawa
C configuration, in which meridional wind, zonal wind and mass of air cells are calculated on staggered
grids.
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Simulations presented in this thesis have been performed with typical horizontal resolutions of
1-10° in latitude and longitude. The timestep of the simulations is adjusted to ensure that the CFL
(Courant-Friedrichs-Lewy) condition is met, i.e. that:

u At
Az

<1 (1.7)

with u the typical wind speed amplitude (in m/s), At the timestep (in s) and Az the horizontal
resolution (in m) adopted in the model. In practice, T used typical dynamical timestep of a few
minutes.

To satisfy the CFL condition at the poles (where the "longitudinal” resolution can become really
high in the geometry of a latitude x longitude grid), a filter is applied.

The real power of our dynamical core is that it is common between all the models developed at
the Laboratoire de Meteorologie Dynamique. Therefore, any improvement made by Earth, Venus or
Jupiter scientists will directly benefit to Mars, Pluto ... or exoplanet scientists, and vice versal

1.3.2.2 The radiative transfer

The radiative transfer is a major component of the 3-D LMDG GCM. The radiative transfer is per-
formed in the model using (1) the plane parallel approximation and (2) the two-streams approximation.
In other words, we assume that photons can either propagate upward or downward (with a fixed an-
gle with respect to the surface for the incoming short-wave radiation) and in the same atmospheric
column.

Our radiative transfer takes into account the absorption/emission by any gas, aerosols, clouds
located at any altitude in the atmosphere. Details about how absorption/emission by gases are cal-
culated are given in Section 1.4; details about how absorption/scattering by aerosols and clouds are
calculated are given in the thesis manuscript of Jean-Baptiste Madeleine (Madeleine, 2011).

Assuming that the radiation absorption/emission/scattering properties of the atmosphere are
known, the radiative transfer is then performed based on the large band approximation. In prac-
tice, both the visible (i.e. the range of wavelengths of solar /stellar emission) and the infrared (i.e. the
range of wavelengths of telluric emission) channels are decomposed into 10 to 100 bands** in which the
radiative transfer is performed. This decomposition in large bands is used to reduce the computational
cost of the radiative transfer?®.

In the LMDG model, the large band approximation was complemented with the correlated-k
method. Instead of using the approximation that the absorption is constant in each band, we assume
that the absorption can reach a set of different values, each associated with a different probability.
In practice, this is done by converting a high resolution spectrum (see Fig. 1.26, left panel) into a
distribution of absorption expressed as a function of a cumulative probability (see Fig. 1.26, right
panel). The distribution is much smoother than the absorption spectrum and can thus be interpolated
by a limited number of points (usually between 10 and 30) as illustrated in Fig. 1.26 (right panel).

44The number, position, and width of each band can be adapted as wanted.

45The radiative transfer is often the major source of computational cost in our climate simulations. However, the
large band approximation alone is often inaccurate to describe the absorption of gases, because absorption can vary a
lot inside each band (see Fig. 1.26, left panel). The assumption that the absorption by gases in constant in each band
is inaccurate and can lead to large errors in the radiative transfer. Absorption can for example be largely overestimated
in bands where saturation of the absorption would normally be expected.
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Figure 1.26: Illustration of the conversion of a high resolution spectrum (left panel) into an absorption
distribution (right panel), also called "k-distribution". From Fu (2006).

The radiative transfer can then be performed in each band, and for each g-point (where g corre-
sponds to the cumulative probability of absorption). Assuming that the number, position, and width
of bands, as well as the number and positions of g-points have been smartly chosen, this approach gives
in general an excellent compromise between radiative transfer accuracy and computational efficiency.

In practice, I first construct high resolution spectra, accounting for absorption near line cen-
ters, absorption in the far wings and absorption caused by transient dipoles (CIAs) and dimers (see
Sect. 1.4). For my thesis, I used and adapted the numerical code kspectrum (Eymet et al., 2016)
to generate the desired high resolution spectra for various mixtures of gases, such as Ny, Oz, COgo,
H>0, Hy, CHy, SOs and NHgs, depending on the scientific context. The high resolution spectra are
calculated for a grid of temperatures, pressures, and mixing ratio to account for all the possible at-
mospheric configurations in the atmosphere. These high resolution spectra are then separated into a
limited number (10-100, usually) of large bands. In each of the band, we calculate g the cumulative
probability of absorption, from which we derive a look-up table giving the absorption of the band as
a function of g, for each band, temperature, pressure and gas molecules mixing ratio of the grid. The
absorption by GCM air cells in each spectral band is then computed by interpolating the temperature,
pressure and mixing ratio of the cell within the pre-calculated values of the grid.

1.3.2.3 Turbulence and convection

Subgrid-scale dynamical processes (e.g. turbulent mixing and convection) are parametrized in the
model as in Forget et al. (1999). The planetary boundary layer was accounted for by the Mellor and
Yamada (1982) and Galperin et al. (1988) time-dependent 2.5-level closure scheme, and complemented
by a convective adjustment (see below) which rapidly mixes the atmosphere in the case of unstable
temperature profiles. Turbulence and convection mix energy (potential temperature), momentum
(wind), and water vapor (and other trace species).

Vertical movements of air can be decomposed in two components. The first contribution comes
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from the large scale circulation (e.g. Hadley cells) that produce ascending and descending flows at
the planetary scale. The second contribution comes from the convection processes that take place
whenever the atmosphere is unstable, i.e. whenever the air at low altitude is more boyant than the
air at higher altitude. This unstable configuration triggers convection, i.e. vertical movements of air
that lift warm air and drop cold air. Convection processes generally occur at horizontal scales that
are small enough that they cannot be spatially resolved by 3-D Global Climate Models. Therefore, a
sub-grid scale parameterization of the convection must be taken into account.

In the LMD-G, we used a simple (yet robust) approach called the "convective adjustment". When-
ever the atmosphere is unstable (relative to the adiabatic profile criterion), the atmosphere is vertically
mixed to get a stable temperature profile. The scheme that we use has been adapted to account for the
effect (on the adiabatic, stable profile) of any condensation of any species, whatever their concentration
(ever trace or dominant gas).

The adiabatic stable profile is written (Leconte et al., 2013a):

d InT P qu’U
- 1
dmP P—P, (1= a0] Rat+ =

L, P dnP,
T p—p, dInT

) (QUCp,v + Qacp,a + QCCp,c + qu )_1 (18)

where T and P are the temperature and pressure of the atmosphere at at given altitude. P;, ¢;, Cp,
and R;*0 are the pressures, mass mixing ratios, specific heat capacities at constant pressure and specific
gas constants of the species i, where i is:

1. equal to v, to denote a condensible species. On Earth, this is water vapour.
2. equal to a, to denote a non-condensible species. On Earth, this is No, O9, etc.
3. equal to ¢, to denote condensed species (e.g. cloud particles, aerosols, etc.).

L, is the specic latent heat of vaporization of the condensible species v, and P, is the saturation
pressure of species v.

1.3.2.4 Cloud formation and precipitation

Both large scale and unresolved convections can lead to the condensation of water vapour (and other
gases) into cloud particles. We summarize here the main properties of the numerical schemes used in
the LMD-G GCM*7 to treat the cloud formation and precipitation.

Whenever water or any other species (e.g. COs2) condense in the atmosphere, cloud particles are
formed. Depending on the atmospheric temperature, the cloud particles are either solid or liquid. For
water, the fraction of cloud particles o liquid (in %) in liquid phase is given by (Charnay, 2014):

T — (273.15 — 18)
18

(1.9)

Qe liquid =

where T is the atmospheric temperature of the corresponding GCM air cell®®. Above 0°C, particles
are fully liquid and below -18°C they are assumed to be fully solid.

e Ry = %, where R is the perfect gas constant and M; is the molar mass of species i.
4"The numerical schemes may differ from one chapter to another. For more information, we refer the reader to the
Method section of each chapter.

48This formulation accounts for supercooling of liquid droplet down to -18°C.
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We use a fix number of activated cloud condensation nuclei (CCNs) per unit mass of air N, to
determine the local HyO cloud particle sizes*”, based on the amount of condensed material. The
effective radius reg of the cloud particles is given by:

34c \1/3
= 1.10
Teﬂ (47_(_ch6 ) ( )
where p. is the density of the cloud particles (1000 kg m— for liquid and 920 kg m~3 for ice) and g
is the mass mixing ratio of cloud particles (in kg per kg of air). Typical values of N, used in this work

L The effective radius of the cloud particles is then used to compute

range between 10* and 10% kg~
both (1) their sedimentation velocity and (2) their radiative properties calculated by Mie scattering
(or more sophisticated methods; see the PhD thesis of Jean-Baptiste Madeleine (Madeleine, 2011) for

more details).

Water precipitation is divided into rainfall and snowfall, depending on the nature (and thus the
temperature) of the cloud particles. Precipitation is considered to be "instantaneous" (i.e. it goes di-
rectly to the surface) but can evaporate while falling through sub-saturated layers. The re-evaporation
rate of precipitation Eprecip (in kg/m?/s) is determined by (Gregory, 1995):

Eprecip = 2x 1075(1 - qqiv)\/ﬁ (1.11)
$,v

where ¢, and ¢, are the water vapour mixing ratios in the air cell and at saturation, respectively. P
is the precipitation flux (in kg/m?/s).

Rainfall is parametrized using two different schemes (depending on the Chapter considered):

e A simple cloud water content threshold scheme (Emanuel and Ivkovi-Rothman, 1999). Whenever
the cloud content (in kg per kg of air) reaches a threshold value, precipitation occurs.

e A scheme from Boucher et al. (1995). Conversion of cloud liquid droplets to raindrops occurs by
coalescence with other droplets.

Snowfall rate is calculated by the sedimentation rate of cloud particles in the atmospheric layer
and is deduced from the sedimentation velocity of particles Vegim (in m/s) assumed to be equal to the
terminal velocity that we approximate by a Stokes law:

2pcg reﬂ“z

o (1.12)

Vsedim =

where 7 is the viscosity of air and g the gravity of the planet. In practice, the velocity is multiplied in
our model by the Cunningham "slip-flow" correction factor (Rossow, 1978) equal to (1+3K,), with
0 a constant equal to % and K, the Knudsen number that increases with decreasing atmospheric
pressure.

49We use the same approach to determine the COs ice cloud mean particle size (Forget et al., 2013).
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1.3.2.5 Surface and subsurface schemes

The subsurface is decomposed in our model into various layers whose properties (thermal inertias
and volumetric capacity) can be adapted to account for any kind of soil composition. The number
and depths of the subsurface layers are carefully chosen to account for both the diurnal and seasonal
thermal waves. Thermal exchanges (through conduction) between the subsurface layers are computed
with a thermal diffusion soil model that originally derives from Hourdin et al. (1993) and that has
been later modified to take into account soil layers with various conductivities both horizontally and
vertically (Millour et al., 2009; Turbet et al., 2017a).

At the surface, evaporation and sensible heat exchanges are computed within the boundary layer
scheme using the bulk aerodynamic formula described in Chapter 5 and Charnay (2014).

Calculations of the surface albedo is adapted as a function of the composition of the surface (rock,
ocean, lakes, COq ice, snow, sea ice, etc.). For example:

e When snow accumulates over rock, we use the numerical scheme of Le Treut and Li (1991).
e When sea ice forms over the ocean, we use the formulation of Charnay (2014).

e When CO9 condenses on the surface, a thin layer of COq frost is expected to cover the entire
surface. Therefore, for a threshold value of 1 mm of COs ice, the surface albedo is assumed to
be equal to COs ice albedo (equal to 0.5).

e etc.

I adapted the code during my PhD to account for the wavelength-dependency of the albedo of any
type of surface. It is for instance crucial to account for the variation of the water ice/snow albedo across
the visible/near-infrared spectrum, and study the ice albedo feedback on planets orbiting various types
of stars.

The topography of the planet can be adapted as wanted (1) for a flat planet, (2) to match existing

topography data on Solar System planets (Mars, Venus, Earth, etc.) or (3) create any kind of crazy

looking planet.””

50 Ask if you want me to create a virtual planet with your own name on it!
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1.4 Spectroscopy for habitability

The climate and habitability of a planet is highly dependent on the radiative budget at the top of the
atmosphere, and between the different atmospheric layers and the surface. These radiative exchanges
are controlled by the absorptions/emissions and scatterings by gas molecules, lifted particles, conden-
sates and photochemical aerosols. Similarly, to interpret measurements of atmospheres of extrasolar
planets, we need to have a good knowledge of the absorptions/emissions/scatterings of gas/particles,
and in various conditions.

To perform calculations of absorption and emission spectra of gas molecules, it is necessary to
dig into detailed calculations of spectroscopy. There are sometimes misunderstanding and/or misuse
of spectroscopy in the planetary science community. I give in this section some keys for a good
practice of spectroscopy applied to the modeling of planetary atmospheres. This section also gives
some background for the reader to understand the content of Chapters 10 and 11.

1.4.1 Radiative transfer equation

Let’s consider a beam of light (of intensity I,) passing through a thin atmospheric layer of thickness
dz>'. For each kind of gas molecule and particle®® that the beam encounters, the variation of intensity
of the beam dI, at the wavenumber v can be written:

dl, = (B,(T)-1,) Nodx (1.13)

where N is the number of molecules/particles per unit volume (in molec cm™3 and part cm ™3, respec-

tively), o is the absorption or scattering cross section (in ¢cm?/molec and cm?/part, respectively) of
a single gas molecule and particle, respectively. dx is expressed in cm units. B,(T) is the Planck
function at temperature T that characterizes the emission of gas and particles. B(T) can be written:

2hv? 1
c? 6%—1

(1.14)

with h the Planck constant, ¢ the speed of light in vacuum, kg the Boltzmann constant.
The radiative transfer equation can be written in more details for any arbitrary mixture of gases
and particles as follows:

Nparticles
I, = Z (Ni [By(T;)0i,emis — 1 (01 Mie scat + Ui,abs)]>d1’
=1 (1.15)

Ngases

+ Z (Nz [BV(TZ')O'i,emis -1, (ULRayleigh scat T O’i,abs)])dx
=1

with N; is the number of gas molecules (particles, resp.) per unit volume in molec cm ™3 (part cm ™3,

resp.) at the temperature T,%. T Mie scat 18 the Mie scattering cross-section by particles. oj Rayleigh scat
is the Rayleigh scattering cross-section by gas molecules. 0japs and 0jemis are the absorption and

'The layer must be "thin enough" that absorption and scattering by gas molecules is weak.
52Particles can be cloud particles, lifted dust, sea salt, etc.
33 At local thermodynamic equilibrium, T; is the same for every particle and gas molecule.
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emission cross-section of molecule gases (particles, resp.). The Kirchhoff’s law of thermal radiation
enforces that ojaps = 0jemis-

The goal of the next subsections is to show how to calculate the absorption cross-sections of
molecule gases®*, for any arbitrary mixture of gas, and at any temperature and pressure. This ambi-
tious goal needs to be achieved to accuretaly model the radiative transfer in the atmosphere of any
planet and thus its climate.

1.4.2 Absorption cross-sections near "line centers"
1.4.2.1 Energy levels and line positions

Fach molecule has 3N degrees of freedom, with N the number of atoms in the molecule. These degrees
of freedom are the movements of translation, rotation and vibration. Depending on the size and
geometry of the molecule, the number of possible movements of translation, rotation and vibration
can change®. Each mode of vibration and rotation®® is associated to an energy level E57. A molecule
can change from one vibrational and /or rotational mode to another by absorbing or emitting a photon®®
of wavenumber v = %, with h the Planck constant, ¢ the speed of light, and AF the difference of
energy between two vibrational and/or rotational modes.

Likewise, electrons in a molecule can get excited from one energy level to a higher energy level by
absorbing a photon of the right wavenumber.

Therefore, molecules can absorb and emit photons at very specific locations (i.e. wavenumbers) that
correspond to all the possible energy level changes AE of the molecule (mostly electronic, vibrational
and rotational). The locations of absorption are usually known as "line positions".

Knowing precisely the position (and intensity) of these transition lines (i.e. localized absorptions)
is a difficult task that can be achieved by both calculations and experimental measurements. Fortu-
nately, there are now many existing databases that provide detailed lists of position (and intensity) of
transition lines, such as HITRAN, HITEMP, CDSD, ExoMol, GEISA, etc. T will focus in this Chapter
on the use of the HITRAN database, because it is the most complete and accurate database for the
various planetary atmospheres explored throughout this thesis.

Note that, whenever I introduce spectroscopic parameters provided by HITRAN, I add a # symbol.

1.4.2.2 Intensity of lines

The total intensity of an absorption (or emission) line S(T) is given in HITRAN at 296 K only. S(T)

can be calculated following:
—heE" —hevepo

Ag e *mT (1—e T )
8me vep? Q(T)

S(T) = (1.16)

where A7 is the Einstein A-coefficient (coefficient for spontaneous emission, in s71), g’# is the upper
state degeneracy (number of transitions that have the exact same energy level), E# is the lower-state

341 focus in this chapter on the absorption/emission of gas molecules. For a detailed review on absorption/scattering
by particles, the reader is refered to the thesis manuscript of Jean-Baptiste Madeleine (Madeleine, 2011).

%5 Although the sum of possible movements - or degrees of freedom - remains constant and equal to 3N.

*Translation energy levels are so close to each other that we can consider them as a continuum

5TThese energy levels are quantized.

*8or by a collision with another molecule. See Section 1.4.5 on line mixing.
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energy of the transition (cm™1), v is the line position in vacuum, and Q(T) is the internal partition
sum. The partium sum Q(T) is the sum over all the allowed transitions:

—hcE;

QT) = Zgi e BT

(1.17)

where g; is the degeneracy for the transition of energy E;. It is possible to calculate this sum, but
I recommend rather to use the partition function sums calculated by Gamache et al. (2017), and
provided at various temperatures and for many different gases by HITRAN®?.
By combining the expressions of S(T) and S(296K)#, we derive:
“heveo
Q(296K) (1 —e ™7 ) =heEZ (L1
Q(T) el

(1 — ¢ FB2% )

S(T) = S(296K) (1.18)

All the parameters of this equation are provided by HITRAN: S(296K)#, Q(T)#, Q(296K)7, yjfo,
and E"#. This gives a procedure to calculate accurately the line intensity of each possible transition.

1.4.2.3 Line broadening

The absorption produced by a transition line is not monochromatic. There are several processes that
tend to "broaden" the absorption lines that can be put in two categories:

e A first source of broadening arises from the finite lifetime of excited levels of energy. The
Heisenberg uncertainty principle dictates that AtAE > g At can be associated to the duration
of the excited level, and AF to the uncertainty on the difference of energy between the ground
and excited levels of energy. This relation demonstrates that AE > Z—EN and that a broadening
must arise. The shorter the lifetime of the excited level, the larger is AFE, and the broader the
transition line is.

e A second source of broadening arises from the velocities of molecules, and because of the Doppler
effect. Compared to a motionless molecule, a molecule with a speed v (in the light of sight of
the source of photons) will absorb photons with a Doppler wavenumber shift equal to Av =
(1+£ %) veo. Because the velocities of molecules are usually spread into a large range of values,
this produces a broadening on the line transition.

In pratice, the most important sources of broadening are:

e Natural broadening. The lifetime of an excited state in an isolated molecule is not infinite,
because of spontaneous emission®®. This produces a small "natural" broadening of transition

lines.

e Pressure broadening. In dense environments, gas molecules collide frequently with each other.
The lifetime of the excited states of molecules is now controlled by the mean free path between

9on http://hitran.org.
59The lifetime of the excited state is controlled by the spontaneous emisson Einstein coefficient introduced in the
previous subsection.


http://hitran.org

1.4. Spectroscopy for habitability 57

two collisions, which is (at least in dense environment) much shorter than the typical timescale
of spontaneous emission. Therefore, collisions tend to reduce the lifetime of excited levels of
energy, which produces a "pressure" broadening.

e Doppler broadening. The velocity distribution in a gas at temperature T follows a Maxwell
distribution that can be converted in a spectral broadening, through the Doppler effect. This
is the Doppler broadening of transition lines. The higher the temperature of the gas, the larger
the spread of velocities is, and the broader the transition line is.

Note that there are a lot of other possible (minor) sources of broadening/narrowing such as the
Dicke narrowing (Dicke, 1953) or the line mixing (discussed in Sect. 1.4.5).

In general (for planetary atmosphere applications), the broadening of transition lines is controlled
by either the Pressure broadening or the Doppler broadening or both. This broadening can be described
with a line shape (or line profile) f(v — v, P,T) that depicts how the absorption of the transition
line evolves with the distance to the line center v — v, the temperature T and the pressure of the
gas P. The absorption cross-section oapg (in cm? molec_l) of a gas can then be written:

Oabs(V — Veo, P,T) = S(T) f(v —veo, P,T) . (1.19)

S is the line intensity and gives the total absorption associated with the line. It is usually given in
cm ™! /(molec cm™2). f is the line shape or line profile, it gives the distribution of absorption around
the center of the line, usually expressed in cm. We recall that Y " f(v — ve0)dv = 1.

It is also convenient to introduce here the absorption coefficient kaps (in cm™!), defined as:

10°6pP 10°6p

kabs(V—vc0, P,T) = N 0aps(V—rc0, P,T) = kBiTUabs(V—Vc,o,P,T) = T

S(T) f(v—veo, P,T) .
(1.20)
With the perfect gas low

approximation, N can be replaced by 12;;13, with P (in Pa) and T (in K) the partial pressure and
temperature of the gas, respectively.

with N the number of gas molecules per unit volume in molec cm™3.

For each of the broadening sources described above is associated with a line profile. For the
collisional broadening, it is the Lorentzian profile:

1 (T, P)
T ’yﬁ(T, P) + (Av — §(Pret) P)?’

fu(Av,T,P) = (1.21)

with Av the distance to the vacuum line center, §(Prer)? the pressure-induced shift of the line center
(in em™!/atm) at Trep = 296 K and Per = 1 atm, and 1, (7, P) the half-width at half-maximum
(HWHM) of the pressure broadening. 7 (7, P) can be calculated for any temperature, pressure and
mixtures, according to:

TN perturbers

’YL(T7P) = Z

p=1

Tref
T

Tref

np Nself
) 'Yp(Trefa Pref) Pp + (T) 'Yself(Trefa Pref) Pselfv (1-22)

with vp(Trer, Prer) and Yeelf(Tref, Pref) the HWHM of the foreign and self pressure broadenings, respec-
tively, and at the reference pressure and temperature. nj, and ngr are the temperature dependency
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exponents for foreign and self pressure broadenings, respectively. P, and Pgr are the partial pressure
of external gases and of the absorbing gas, respectively.
HITRAN database only provides the parameters Yseit(Tret; Pret)™; Yair(Trets Pret)™, and nﬁr,

the very particular case where the external perturber is a mixture that resembles the atmospheric

for

composition of the Earth. Moreover, HITRAN does not provide the temperature dependency exponent
for self pressure broadening, which forces to use the temperature dependency exponent of air.

This of course does not give satisfactory results in cases where the dominant atmospheric gas
differ from air/Nj, and whenever the temperature of the gas is far from the reference temperature.
Fortunately, there are a lot of scientific papers that record measurements of vp (Tyef, Pret) (for various
perturbing molecules) and for nger (for various absorbing molecules) that can be used instead of
the parameters provided by HITRAN. We discuss for instance how to accurately model the mutual
broadenings of multiple gases in mixtures of CO2+H20 in Turbet et al. (2017¢) and Tran et al. (2018).

For the Doppler broadening, the absorption line can be described by a Gaussian profile:

1 2 _ In2 Av?
faan Ty = [0 T (1.23)
D

with Av = v — v, the distance to the line center, and ap the half-width at half-maximum (HWHM)
of the Doppler broadening that can be written:

Ve 2N, kT In 2
ap(T) = C’O w%, (1.24)

with M the molar mass of the absorber®! (in g/mol) and N, the Avogadro constant.

In practice, the most widely used profile in modeling of planetary atmospheres is the Voigt pro-
file. The Voigt profile is a convolution of a Lorentz and a Gaussian profile that is designed to capture
simultaneously the Doppler and collisional broadenings. Unfortunately, the Voigt profile cannot be ex-
plicitely calculated with usual mathematical functions. Various numerical algorithms exist to compute
the Voigt profile (see Hartmann et al. 2008, Appendix III.A and references therein).

1.4.3 Far wing absorptions

Although the Voigt profile gives a relatively good description of the absorption near the line transitions,
it usually does not give satisfactory results far from the position of the line center. Because the
absorption in the far wings is weak, it is usually not an issue. However, it can play a huge role in thick
atmospheres involving optically thick path; thick enough that the sum of the contributions from all
the far wings can create a significant absorption (see the example of COq far wings in Fig. 1.27). I see
at least two implications of this:

1. Far wing absorptions can produced strong greenhouse effect by blocking atmospheric windows.

2. Because far wing absorptions can block atmospheric windows, the thermal emission of extrasolar
planets (and thus their observability) can be significantly affected by far wing absorptions.

5'The molar mass here depends on the considered isotopologue.
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Figure 1.27: High resolution spectrum of pure COs calculated at a pressure of 1 bar and a temperature
of 300 K. This spectrum illustrates all the sources of absorption discussed in this introductory chapter.
(1) Local absorption of lines, modeled using the Voigt profile. (2) Far wing absorptions of band lines,
modeled using a x-factor derived from experimental measurements (Perrin and Hartmann, 1989). (3)
Collision-induced absorptions (Ho et al., 1971; Gruszka and Borysow, 1997, 1998; Hartmann et al.,
2011) and (4) dimer absorptions (Baranov et al., 2004).
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To my knowledge, there is currently no theory that can predict accurately the absorption far from
the line centers. Instead, the approach that has been the most widely used is to add an empirical
correction to the Voigt profile to account for differences between the Voigt profile (or Lorentzian
profile, because the Voigt profile converges toward the Lorentz profile far from the line center) and
experimental measurements. This correction is usually taken into account by introducing a y-factor
that is equal to 1 whenever the Voigt profile gives a good match with experimental results, and a
value different to 1 otherwise. The behavior of the far wing is called "sub-lorentzian" for x < 1 and
"super-lorentzian" for x > 1. Absorption cross-section (in cm~2/molec) in the far wings of transition
lines can then be written%?:

YL(T, P) Xatp(V — vep, T) 4 (T, P) Xatp(V + Vep, T))

UabS(V7 Na7Np7T) = Z Na S(T) ( 7-((1/ — Vc,0)2 7T(7/ + Vc,0)2

L,y >0
(1.25)

with 71, (T, P) the pressure-broadened HWHM (calculated following equation 1.22), xa+p the x-factor
measured experimentally in the far wing of the band lines of species "a" (absorber) and broadened by
species "p" (perturber).

The reader should be careful when using y-factors, because the definition of the y-factor can vary
from one publication to another, including sometimes asymmetric profiles (Menoux et al., 1991; Tran
et al., 2018).

Ideally, and until we get a theory that can accurately predict absorption in the far wings, far wing
absorption should be measured for a wide range of gas mixtures and temperatures®? to adjust y-factor
for every absorption bands. In theory, far wing absorptions could be calculated using molecular dy-
namics numerical simulations (Hartmann et al., 2011). However, calculations very far in the wings are
computationnally too expensive to be done with existing computing power (J-M Hartmann, personnal
communication).

In practice, there is not enough available experimental data to adjust y-factor everywhere. Instead,
people usually use x-factors measured in one band and apply it to other bands (where no experimental
data is available).

Did you know for example that the absorption in the low frequency wing of the most famous CO»
(15pm) band had never been measured until the experimental work presented in Chapter 117

We actually show in Chapter 11, with the exemple of COs, that this approximation is generally
not too bad, although small differences in y-factor close to the line center can amplify, creating huge
differences in absorption far in the lines. This can have a dramatic effect for exemple on the greenhouse
effect of some gases (see Chapter 10).

1.4.4 Note on the line cutoff distance

My experience discussing with planetary scientists taught me that there is a lot of confusion on how
to choose the line cutoff distance, i.e. the distance of the line center from which the absorption is
assumed to be 0. There are actually two different situations where a line cutoff can/must be applied:

52Note the term in (v + ve,0) comes from the contribution of "negative" transition lines. This term can contribute
significantly only at very short wavenumbers

53Far-wing broadening can be strongly affected by the nature of the perturber. For example, absorption by the far
wings of CO2 band lines significantly differ when broadened by CO2, N, or HoO (Baranov, 2016; Turbet and Tran,
2017; Tran et al., 2018; Hartmann et al., 2018a).



1.4. Spectroscopy for habitability 61

The "computationally-driven" cutoff

Calculations of absorption of 10°-10° of absorption lines over the entire spectrum can be computa-
tionnally extremely expensive. A common strategy to deal with this is to consider that the absorption
far from a line center is equal to 0 whenever the distance to the line center is larger than a fixed
cutoff distance deytof- This trick reduces the range of distances where the calculation of absorption is
performed, which reduces the computational cost.

The cutoff distance must be chosen carefully to be sure that significant far wing absorptions are
not suppressed.

The "continuum-driven" cutoff

Several teams of scientists provide databases including the contribution of far wing absorptions.
The most famous of these databases is the MT CKD (Clough et al., 2005; Mlawer et al., 2012) that
provides a state-of-the art tabulated continuum for water vapor®®. This continuum has been tabulated
taking into account the contribution of the far wings, starting 25 cm ™! from the line centers. Therefore,
in this example, any calculation of a HoO high resolution spectrum using the MT _CKD database must
use the same convention. In other words, the water vapour spectrum must be calculated using a cutoff
distance of 25 cm =165,

There are two main reasons why this "tabulated" continuum approach is efficient:

e First, it is computationnally much more efficient. For the MT CKD continuum for example,
once the 25 cm~! database is constructed, any calculation of water vapor spectrum can be made
using a cutoff distance of only 25cm—!.

e Second, the pressure dependency of the absorption is different between the line center and the
far wings. By separating absorptions from the line center and from the far wings, it is possible
to adapt the scheme of interpolation in radiative transfer to the P? dependency of the far wing
absorptions, where P is the partial pressure of gases.

1.4.5 Collisional line mixing

It is often assumed that absorption spectra can be calculated assuming that the total absorption is
equal to the sum of the absorption of each individual lines. In fact, this assumption can sometimes be
hampered by a process called collisional "line-mixing" (Hartmann et al., 2008).

Spectra usually contain clusters of closely spaced transition lines. These clusters are almost always
produced by different rotation modes of the same vibrational mode®. Lines within clusters can usually
be considered as isolated (i.e. their contribution to the total spectrum is additive) for low atmospheric
pressures, when collisions between molecules are rare. At high pressures, when collisions between

54This database includes the contribution of the absorption in the far wings, and probably other contributions coming
from CIA and dimer absorptions (see next section).

65Ideally, the calculations near the line center should be calculated using the same spectroscopic database than the
one used in MT _CKD. Another specifity of the MT _CKD and many other databases is that the pedestal absorption
must be removed. The pedestal absorption calculated at 25cm ™! from the line center must be substracted everywhere
between -25 and +25cm ™! from the line center, because the contribution of the pedestal is already included in the
MT _CKD database.

56 The difference of energy between two rotation modes is usually much lower than the difference of energy between
two vibration modes
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Figure 1.28: Schematic view of the line-mixing process in the case of two optical transitions. From
Hartmann et al. (2008).

molecules become frequent, lines within cluster cannot be considered anymore as isolated, because of
the collisional line mixing effect.

Let’s consider two closely spaced transition lines (see Fig. 1.28) of levels i—f and i’—{’ of wavenum-
bers vt and vy, respectively. This means that v+ =~ vpe. If a molecule absorbs a photon of energy
hcvi¢, the level i can be excited to the level f. For isolated lines, this is the only possible way to go
from level i to f. There is in fact another path to go from level i to f, through collisions with other
molecules. A molecule in level i can transfer to level i’ through a collision with another molecule, then
absorbs a photon of energy hcvyg, and eventually transfer to level f through another collision. This
demonstrates that a transition i—f can produce an absorption at a wavenumber vj_p, instead of at
wavenumber v;¢ and that this transition line cannot be considered isolated whenever this second path
becomes efficient enough. This second path changes the way energy levels of closely spaced lines are
populated and changes therefore the shape of the absorption of closely spaced transition lines.

The effect of line mixing is illustrated qualitatively in Fig. 1.29, where absorption lines with line
mixing and without (i.e. considering that absorption lines are isolated) are compared. At low pressure,
the isolated line approximation gives satisfactory results. However, as the pressure increases, collisions
are more and more frequent, and line mixing effects become dominant. Line mixing results in transfer
of absorption from the wings to the line centers (Hartmann et al., 2008), thus leading to a sub-
Lorenztian behavior in the wings. The effect of collisional line mixing is discussed in details in the
context of early Mars atmosphere in the Chapter 10.

In order to account for the line mixing effects, theoretical approaches called ECS models (for Energy
Corrected Sudden approximation) have been developed and successfuly tested near the line centers
(see Tran et al. 2011 and references therein). However, these models are not yet designed to also give
satisfactory results in the far wings. As of 2018, no model can accurately describe simultaneously
absorptions in the line center and absorption in the far wings.
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Figure 1.29: Typical evolution of the shape of a doublet of collisionally coupled transitions with
increasing total pressure. Solid and dotted lines correspond to predictions made with and without the
inclusion of line mixing, respectively. Adapted from Hartmann et al. (2008).

1.4.6 Collision-induced absorptions

In the previous sections, I only focused on the absorption coming from "allowed" line transitions, i.e.
absorption corresponding to changes of mode of vibration and/or rotation. In fact, absorption can
arise in spectral regions where quantum mechanics does not predict any "allowed" absorption, thanks
to collisions between molecules. Whenever two molecules collide, electric interactions between the two
molecules (during the collision) can change the distribution of electronic charges in each of the two
molecules, thus producing transient dipoles.

We call the "forbidden" absorptions that arise from absorptions by transient dipoles the collision-
induced absorptions (CTAs). These absorptions can arise from interactions of any pairs of molecules,
even including symmetric ones (e.g. Ha, Ng, Oo, etc.).

The lifetime of excited states in transient dipoles is usually on the order of the duration of the
collision, hence short. This is the reason why CIAs usually produce very broad absorptions (see the
example of the CO2-CO9 CIA in Fig. 1.27). If the configuration of the collision is favorable, the two
molecules can "stick" to each other and form a transient molecular complex that can also produce
forbiden absorptions. Such molecular structure is called "dimer" and produce "dimer absorption" (see
the example of the CO2-CO9 dimer in Fig. 1.27). Because dimer have a lifetime that is much longer
than the duration of a collision, dimer absorptions usually produce a narrower absorption than CIAs.

Accurate ab initio calculations of CIAs is a difficult task to do, because this requires to know
accurately (1) the potential of interaction between two colliding molecules at both short and large
distances and (2) the dipolar/multipolar polarizabilities of the two colliding molecules. Therefore,
laboratory measurements are crucial to determine accurately dimer absorptions and CIAs for various
pairs of colliding molecules.
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It is even more critical for binary CIAs (e.g. of the form X-Y with X being different than Y) where
experimental measurements are lacking. An application of that for the CO3-CHy and COo-Ho pairs
(with possible implications for the climate of early Mars) is tackled in Chapter 11.
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2.1 Preamble

The carbonate-silicate cycle is a fascinating geochemical cycle that stabilizes the climate of our Earth
on the long term (Walker et al., 1981). It has been speculated that such a carbon cycle could operate
(or could have operated) on other planets, such as Mars, Venus or extrasolar planets (Pollack et al.,
1987; Kasting et al., 1993; Batalha et al., 2016). Many studies have explored how such a carbon cycle
would behave on Earth-like planets with various insolations, or orbiting various type of stars, most
of them using simplified climate or energy balanced models (Menou, 2015; Abbot, 2016; Haqq-Misra
et al., 2016).

I focus in this chapter on the ability of Earth-like planets to escape from a period of complete
glaciation, depending on the insolation they receive. My main, original idea was that cold planets
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orbiting far from their host star may not be able to escape from a period of complete glaciation - in the
way Earth did, by the greenhouse warming produced by the CO2 volcanic outgassing - because CO32 can
condense and thus accumulate on the cold regions of the planet. I realized soon that this idea had been
previously proposed and published by Raymond Pierrehumbert (Pierrehumbert, 2005; Pierrehumbert
et al., 2011) in the context of past episodes of glaciations of our own Earth. But no one has ever explored
it quantitatively. For this, you need a 3-D Global Climate Model that is able to simulate both the water
and carbon cycles. A model that can simulate the evaporation/sublimation/condensation of both HoO
and CO2. A model that can simulate simultaneously the formation, evolution and precipitation of both
H20 and COq clouds as well as their radiative effects. Fortunately, the LMD Generic Global Climate
Model can simulate all these processes simultaneously, thanks to its historical ability to simulate the
atmospheres of the Earth, ancient Earth, Mars, ancient Mars and extrasolar planets.

This chapter is based on a paper published in Earth and Planetary Science Letters in October 2017.
The full reference is: Martin Turbet, Francois Forget, Jeremy Leconte, Benjamin Charnay & Gabriel
Tobie, "CO2 condensation is a serious limit to the deglaciation of Earth-like planets",
EPSL, 2017 (http://adsabs.harvard.edu/abs/2017E),26PSL.476...11T).

2.2 Abstract

It is widely believed that the carbonate—silicate cycle is the main agent, through volcanism, to trigger
deglaciations by COq greenhouse warming on Earth and on Earth-like planets when they get in a frozen
state. Here we use a 3D Global Climate Model to simulate the ability of planets initially completely
frozen to escape from glaciation episodes by accumulating enough gaseous COg. The model includes
CO2 condensation and sublimation processes and the water cycle. We find that planets with Earth-
like characteristics (size, mass, obliquity, rotation rate, etc.) orbiting a Sun-like star may never be
able to escape from a glaciation era, if their orbital distance is greater than ~ 1.27 Astronomical
Units (Flux < 847 W m~2 or 62% of the Solar constant), because COy would condense at the poles
— here the cold traps — forming permanent COg ice caps. This limits the amount of COs in the
atmosphere and thus its greenhouse effect. Furthermore, our results indicate that for (1) high rotation
rates (Prot < 24 h), (2) low obliquity (obliquity < 23.5°), (3) low background gas partial pressures
(< 1bar), and (4) high water ice albedo (H20 albedo > 0.6), this critical limit could occur at a
significantly lower equivalent distance (or higher insolation). For each possible configuration, we show
that the amount of CO4 that can be trapped in the polar caps depends on the efficiency of COs ice
to flow laterally as well as its gravitational stability relative to subsurface water ice. We find that
a frozen Earth-like planet located at 1.30 AU of a Sun-like star could store as much as 1.5, 4.5 and
15 bar of dry ice at the poles, for internal heat fluxes of 100, 30 and 10 mW m~2, respectively. But
these amounts are in fact lower limits. For planets with a significant water ice cover, we show that
COg ice deposits should be gravitationally unstable. They get buried beneath the water ice cover in
geologically short timescales of ~ 10 yrs, mainly controlled by the viscosity of water ice. COy would
be permanently sequestered underneath the water ice cover, in the form of COs liquids, CO4 clathrate
hydrates and/or dissolved in subglacial water reservoirs (if any). This would considerably increase the
amount of COq trapped and further reduce the probability of deglaciation.
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2.3 Introduction

There are geological evidences that Earth had to face multiple episodes of global or quasi-global
glaciation, at the end of the Archean 2.45-2.22 Gya and during the Neoproterozoic era, 710 and
650 Mya (Evans et al., 1997; Hoffman et al., 1998; Hoffman and Schrag, 2002).

It is widely believed that the carbonate—silicate cycle (Walker et al., 1981; Kasting et al., 1993;
Kump et al., 2000) was the main agent to trigger deglaciations on ancient Earth. In particular, on a
completely frozen planet, also called "Hard Snowball’; the weathering of CO, is stopped; continuous
volcanic outgassing builds up atmospheric CO4 that warm up the climate until liquid water is produced
in the equatorial regions.

By extension, this mechanism may be crucial to stabilize the climate of Earth-like exoplanets. It
is even central for the definition of the classical Habitable Zone (Kasting et al., 1993; Forget and Pier-
rehumbert, 1997; Kopparapu et al., 2013), which assumes that planets can build up CO4 atmospheres
(as massive as wanted) suitable for the stability of surface liquid water.

Planets near the outer edge of the Habitable Zone may suffer, as Earth did, episodes of complete
glaciation. Recent work by Menou (2015) has even shown that, in the case of planets lacking land
vascular plants, temperate climates may not be stable, because at high COy partial pressure, the
increased weathering rate does not allow temperate stable solutions. This effect, which is enhanced for
planets weakly irradiated by their star, may systematically drive Earth-like exoplanets toward episodes
of glaciation.

Can Earth-like planets in the Habitable Zone of their star always escape from episodes of glaciation?
In this work, we use 3D Global Climate Model (GCM) simulations of snowball planets to study the
ability of the increased COq greenhouse effect resulting from volcanic outgassing to drive them out of
glaciation. As the COy outgassed by volcanoes accumulates in the atmosphere, the temperature of
condensation of COs can exceed the surface temperature of the poles. This leads to the trapping of
extra outgassed COs, forming permanent COq polar ice caps, and thus seriously limits the efficiency
of the carbonate—silicate cycle. This possibility has already been suggested in Pierrchumbert (2005)
and Pierrehumbert et al. (2011), but has never been explored yet. We propose in this paper a detailed
study of this scenario.

2.4 Method

We use in this paper the 3-Dimensions LMD Generic Global Climate Model to study the deglaciation
of Earth-like planets orbiting in a circular orbit around a Sun-like star (Sun spectrum and luminosity)
in response to increasing amounts of atmospheric COs (from 0.01 to 3 bar), and for orbital distances
ranging from 1.10 to 1.45 Astronomical Units (AU). Detailed information on the model can be found
in Appendix 2.8.1.

Our simulations were designed to represent completely frozen Earth-like planet characteristics.
These include the radius (6370 km), the gravity field (9.81 m s~2), the obliquity (23.5°) and the
rotation speed (7.28x107° rad s™!). The roles of obliquity, planetary mass and rotation rate on the
ability of planets to escape glaciation episodes are discussed in sections 2.5.2 and 2.5.4. Eventually,
most of the simulations were performed for a uniformly flat topography. The effect of topography is
discussed in section 2.5.4.5.

All the simulations performed in this study were forced initially in a cold and dry state, assuming:
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Explored parameters Values

COg partial pressures (in bar) [0.01, 0.1, 0.4, 1.0, 1.5, 2.0, 3.0]

i) Stellar flux (in W m~2) [1130, 1033, 949, 874, 808, 750, 697, 650]

ii) Flux compared to Earth (Seg) [0.827, 0.756, 0.695, 0.640, 0.592, 0.549, 0.510, 0.476]
iii) Equivalent distance (in AU) [1.10, 1.15, 1.20, 1.25, 1.30, 1.35, 1.40, 1.45]
Obliquity 0, 23.5°

COg ice clouds radiatively active, inactive

Table 2.1: Physical Parameterizations used for GCM calculations.

1. A uniform and complete ice cover.
2. Atmospheric and surface temperatures arbitrarily fixed to 230 Kelvins everywhere.
3. No water vapor, no clouds.

Depending on CO; partial pressure, obliquity, or parameterization of clouds, the simulations evolve
in different steady state climate regimes that are discussed in the next section.

2.5 Glaciation escape limited by CO, atmospheric collapse

2.5.1 Reference case

We performed 40 simulations of Earth-like planets (as described in section 2.4 — with a 23.5° obliquity
and radiatively inactive COs ice clouds) starting from an initially cold (T = 230 K everywhere) and
global glaciation state for multiple irradiation fluxes and COg partial pressures (see table 2.1). We fix
the No partial pressure to be constant and equal to 1 bar, in order to be consistent with the case of
Earth. All simulations were run long enough to reach equilibrium®.

We find that, depending on the COs partial pressure and the stellar flux, these simulations can

evolve in three different climate regimes:

1. The greenhouse effect of CO,? is sufficient to raise the surface temperatures in equatorial regions
above the melting temperature of water ice?. In this case, the positive feedback due to the
decrease of the surface albedo (from 0.6 to 0.07) and the greenhouse effect of water vapor drive

the planet out of glaciation.

Lup to 30 Earth years for the thickest atmospheric configurations.
2which is enhanced by the pressure broadening of Na.
3273 K, here.
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Figure 2.1: From top to bottom: Zonal means of (1) COs ice deposit, (2) surface liquid water and
(3) surface temperatures as a function of time (in Earth days), and for two different initial states. On
left, the initially cold and dry planet starts with a COs9 partial pressure of 3 bar and is able to escape
glaciation. On right, the planet starts with a COs partial pressure of 1 bar and ends up in atmospheric
collapse. These simulations were run for planets with a 23.5° obliquity, radiatively inactive COg ice
clouds, and located at an equivalent orbital distance of 1.30 AU (F = 808 W m~2).
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2. The greenhouse effect of CO3 is too weak to trigger a deglaciation. The planet stays in a snowball
state.

3. The greenhouse effect of CO3 is too weak to raise the surface temperatures of the poles above
the condensation temperature of COs. In this case, atmospheric COq collapses and the planet
is locked in a global glaciated state, with two permanent COq ice polar caps.

Figure 2.1 shows that, for a given solar flux (808 W m~2 here), the choice of the initial CO5 partial
pressure can either drive the planet out of glaciation (pCOg = 3 bar) or cause a permanent collapse
of the atmosphere at the poles (pCO2 = 1 bar).

These results are summarized in Figure 2.2b, for multiple stellar fluxes and COs partial pressures.
Each region of the diagram denotes a steady state climate regime reached by the planet:

1. In red, the planet is partially or totally deglaciated.
2. In white, the planet is entirely frozen.

3. In blue, the planet is entirely frozen and gaseous CO2 has permanently collapsed at the poles.
This situation actually occurs when winter COy frost formation rate exceeds seasonal summer
sublimation.

We now put these results in the context of an active carbonate-silicate cycle. A planet that enters
in a global glaciation state must have initially a low CO2 atmospheric content that places it in the
lower part of the diagram (in Figure 2.2b). From this point, COy is outgassed by volcanoes and
accumulates in the atmosphere. As the CO9 partial pressure increases, the planet moves up in the
diagram until:

1. the planet reaches the red zone first. The planet is able to escape glaciation.

2. the planet reaches the blue zone first. All the extra COs possibly outgassed by volcanoes con-
denses at the poles and the planet is locked in a perpetual glaciation state.

For an (Earth-like) 23.5° obliquity, we find this limit to occur for planets located at more than 1.27 AU
from a Sun-like star (Flux < 847 W m™2, Seg? < 0.62), with an optimal COy partial pressure around
1 bar (see Figure 2.2b).

However, if a planet starts with a large enough CO4 atmospheric content so that it lies above the
blue zone, then the CO4 should resist atmospheric collapse and the deglaciation becomes possible.

2.5.2 Null obliquity case

For a 0° obliquity planet, because insolation in the polar regions is lowered, the equator-to-pole
temperature contrast is amplified. Consequently, we find that permanent condensation of COy at
the poles happens for much lower equivalent distances (d > 1.13 AU, Flux < 1070 W m~2, Seg < 0.78;
see Figure 2.2a).

4The effective flux Se is defined as the ratio between the incoming stellar flux on the planet and that on the Earth.
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Figure 2.2: Climate regimes reached as function of the equivalent orbital distance from a Sun-like star
(in AU) and the COg2 partial pressure, assuming a cold start (i.e. snowball state without permanent
COg ice deposits). Diagrams a, b and ¢ were constructed for Earth-like planets with 0° obliquity, 23.5°
obliquity (reference simulation) and 23.5° obliquity with radiatively active COs ice clouds, respectively.
The red color roughly depicts the region where deglaciation is observed. The blue region represents
glaciated states where COq collapses permanently. The white region describes cases where none of
this two previous conditions were reached.



74 Chapter 2. CO; condensation and the habitability of distant Earth-like planets

2.5.3 Effect of CO, ice clouds

During polar nights, the temperatures at the poles are very low. COs condenses at the surface but
also in the atmosphere, forming COs ice clouds that may have a significant warming effect (Forget
and Pierrehumbert, 1997).

We performed multiple simulations for planets at 23.5° obliquity including radiatively active CO»
ice clouds. For this, we used a constant cloud condensation nuclei [CCN] of 10° kg~! designed to
maximize the greenhouse effect of COg ice clouds (Forget et al., 2013). This idealized configuration
corresponds to an endmember description of the radiative warming effect of CO; ice clouds. In
particular, Kitzmann (2016) has shown recently, using a more refined radiative transfer scheme, that
a configuration like the one used in this section probably overestimates the warming effect of COs ice
clouds.

Our simulations (example in Figure 2.5.3) show that the COj ice cloud distribution evolves signifi-
cantly with seasons. In winter, COs ice clouds form a quasi-complete polar cover and have a powerful
greenhouse effect that limits the condensation of COq at the poles. In summer, COs clouds dissipate
as insolation increases. As a result, COs clouds have a very limited impact on the albedo and therefore
do not contribute much to prevent polar COs ice summer sublimation.

For these two reasons, COs ice clouds seriously limit the collapse of COq at the poles. Figure 2.2¢
shows that, with radiatively active COsz clouds, COs condensation would occur for equivalent dis-
tance > 1.40 AU (Flux < 697 W m~2, Se < 0.51).

2.5.4 Sensitivity study
2.5.4.1 The albedo of ices

The choice of water ice albedo can severely affect our results. For albedo higher than 0.67, we find
that CO2 condensation can occur on Earth-like planets (23.5° obliquity, radiatively inactive COsq ice
clouds) for equivalent distance as low as 1.15 AU (Flux ~ 1033 W m~2, Sg ~ 0.76), corresponding to
the reduced luminosity of the Sun 3.8 Gya calculated from standard solar evolution models (Gough,
1981).

We note that water ice albedo is considerably reduced around cool stars (Joshi and Haberle,
2012), making the scenario of COg polar condensation less efficient. However, planets orbiting in the
Habitable Zone of M-dwarfs are also subject to tidal locking. The temperature on the nightside of a
synchronous planet can be extremely low, favoring the CO2 condensation. This possibility is explored
and discussed in details in Turbet et al. (2018a).

We also explored the effect of COq ice albedo that could potentially be very high (see section 2.8.1.3,
Kieffer et al. 2000) and we found it to be much less important.

Eventually, we acknowledge that a real Snowball might have regions of open continent not covered
by water ice, which would lower albedo. These could act as sources of dust, and volcanic aerosols
could also darken the surface (Abbot and Pierrehumbert, 2010).

2.5.4.2 The rotation rate

The rotation rate of Earth has evolved in time from 1.2x107% (4 Gya) to 7.3x107° rad s~ (now) due
to the effect of the Moon’s tidal friction (Walker and Zahnle, 1986; Zahnle and Walker, 1987). More
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Figure 2.3: From top to bottom: (1) zonal mean of incoming stellar radiation (ISR) versus Lg, (2)
zonal mean of COs ice condensation(+)/sublimation(-) rates versus Lg, and (3) zonal mean of CO3 ice
cloud (column integrated) content versus Ls. These figures were computed for a planet with a 23.5°
obliquity, active CO3 ice clouds, located at an equivalent orbital distance of 1.40 AU (F = 697 W m~2)
and for a COq partial pressure of 1 bar and a Ny partial pressure of 1 bar.
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generally, Earth-like planets could harbor a wide range of rotation rates.

In this study, we find that rotation rate is a very important parameter for CO2 polar condensation.
A high rotation rate reduces the latitudinal transport and thus increases the equator-to-pole surface
temperature gradient (Kaspi and Showman, 2015), favoring CO2 condensation at the poles. We find
that, for a rotation rate Q = 4 Qpuapen (23.5° obliquity, radiatively inactive COs ice clouds), CO2 can
collapse as early as 1.15 AU (Flux ~ 1033 W m~2, Seg ~ 0.76).

To go further, we investigated the case of archean Earth, 3.8 Gya (Seg ~ 0.76), through simulations
of a completely frozen planet, assuming a 23.5° obliquity, a rotation period of 14 hours and a water
ice albedo set to 0.6. We find that CO2 can condense at the poles seasonally, but never permanently.

2.5.4.3 The planetary mass

Massive planets also have a large radius that may be responsible for the weakening of the poleward
heat transport, favoring the collapse of COs. For example, assuming an internal composition similar
to the Earth, a 5 Mpgarn planet would have a radius around 1.5 Rgapn or 10 km (Seager et al., 2007).
We performed GCM simulations for a 5 Mpatn planet, for a COq partial pressure of 1 bar and a Ny
partial pressure of 1 bar. In these conditions, we find that the collapse of CO2 can occur for equivalent
distances as low as 1.18 AU (Flux < 981 W m~2 Seq < 0.72).

However, because accretion of volatiles should increase with planetary mass, the atmospheric mass
should also increase with it (see Kopparapu et al. 2014 section 2 for more details). Therefore, we
expect a massive planet to have a greater content of background gas (e.g. Na). For a 5 Mgayn planet,
assuming that Pgyrace scales as Rplanet2'4. (equation 3 in Kopparapu et al. 2014), we roughly get a
partial pressure of Ny equal to 3.3 bar 5. Using GCM simulations, we find that in this more realistic
case, COq collapses for equivalent distances greater than 1.30 AU (Flux < 808 W m~2, S < 0.59).

2.5.4.4 The atmospheric composition: the role of Ny partial pressure

The result of the previous section shows that No partial pressure can have a significant impact on COq
collapse. As pNg increases, the atmosphere thickens and (1) the poleward heat transport increases
and (2) the greenhouse effect of COy increases because of pressure broadening of CO2 by No. Both
effects tend to prevent COq condensation.

Quantitatively, our simulations show that, for an Earth-like planet with a COq partial pressure of
1 bar (with 23.5° obliquity, radiatively inactive CO2 ice clouds), doubling pNs from 1 to 2 bar leads
to the condensation of COy for equivalent orbital distances greater or equal to 1.35 AU (+0.08 AU
difference).

2.5.4.5 The topography

To investigate the possible effects of topography on COs polar condensation, we ran several simulations
in which we emplaced a mountain range similar in size to the Himalaya (5 km altitude plateau, 106 km?)
at several latitudes (0°N, 30°N, 45°N, 60°N, 90°N). We find that COy permanent condensation can

occur on top of the mountain range for distances lower than 1.27 AU, only for latitudes greater than

SWe remind the reader that volatile delivery to a planet is stochastic in nature and may be a weak function of
planetary mass. By way of comparison, Venus (at ~ 0.8 Mgartn) has ~ 3 bar of Ny in its atmosphere.
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45°N. For the 60°N latitude case, CO2 condensation starts as low as 1.20 AU (Flux ~ 949 W m~—2,
Seft ~ 0.69).

Nonetheless, the total amount of CO» that could condense and be trapped above a mountain range
is rather low, because it is limited by the area of the mountain range.

2.6 How much CO; ice can be trapped?

In this section, we investigate two processes that should control the amount of CO» that can be trapped
on the surface or subsurface: 1) flows of polar CO2 ice to lower latitudes and sublimation; and 2) burial
of CO3 ice beneath the water ice cover due to higher density.

2.6.1 Maximum size of CO, ice glaciers

At first sight, the main limit of the trapping of COs as ice instead of greenhouse gas is the size of
the solid COg polar reservoirs. When COs is outgassed by volcanoes, the atmospheric pressure stays
constant but the size of the COs polar caps grows. At some point, the COq ice caps form glaciers that
can flow efficiently toward equatorial regions, COq ice being much less viscous than water ice. In the
process, CO2 ice can be sublimated and reinjected in the atmosphere.

In this section, we give estimates of the maximum amount of COs that can be trapped in steady
state COq ice polar caps, for a planet with a 23.5° obliquity, radiatively inactive COq ice clouds,
located at a distance of 1.30 AU (F = 808 W m~2) and for both COy and Ny partial pressures set to
1 bar.

2.6.1.1 CO; ice caps radial extent

First, we get from our GCM simulations the radial extent of the two permanent COq ice polar caps,
defined for a positive annual mean CO condensation rate. We note the corresponding radius of the ice
cap Reap,1. Then, in GCM simulations, we artificially extend (in the radial direction) the CO3 ice caps
to take into account the glacier flow, until the net globally averaged annual condensation/sublimation
rate vanishes. In practice, we used the following algorithm:

1. We run the simulation until globally averaged annual mean rate of condensation/sublimation is
constant.

2. If this rate is (roughly) null, CO4 ice caps are in a dynamical equilibrium. We stop here.

3. If this rate is positive, we artificially increase the size of the COg ice caps of one GCM grid (in
the latitudinal direction, and for each longitude) by emplacing arbitrarily a large enough amount
of CO4 ice. We go back to step 1.

This method gives us a good estimate of the steady state maximal extent of the COs ice polar caps.
We note the corresponding radius of the ice cap Rcap,2. With and without glacier flow, we obtain polar
cap radii Reap,1 = 2070 km and Reap2 — 2800 km. This corresponds to a latitudinal extent down to
71.5°N and 65°N ) respectively. Figure 2.4 shows zonal condensation/sublimation annual mean rates
along the North Pole CO4 glacier.

5By symmetry, results are identical in the southern hemisphere.
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Figure 2.4: Zonal and annual mean COy condensation/sublimation rates along the CO9 northern ice
cap, for the reference case (1.30 AU equivalent distance, 23.5° obliquity and radiatively inactive COq
ice clouds). Tt corresponds also to the a(r) function (see section 2.6.1.3). Positive values correspond to
latitudes where the annual mean CQOy condensation rate is positive. These are locations where COs
condenses permanently. Negative values are "potential" sublimation rates, i.e. it is assumed that COq
ice is available — following the algorithm described in section 2.6.1.1 — and can sublime all year long.
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In total, the two CO5 ice caps have an area of 27 millions of km? (respectively 49 millions of km?
if considering the glacier flow). This corresponds to 5% (respectively 10%) of the total area of the
(Earth-like) planet.

2.6.1.2 COg; ice cap inner region: a thickness limited by basal melting

In the region within the COy ice caps with positive annual mean condensation rates, the COq ice
maximum thickness should be mainly limited by basal melting induced by the geothermal heat flux,
noted Fieo.

Assuming that the temperature inside the COq glacier rises linearly with depth, with a lapse rate
fixed by the geothermal heat flux (conductive regime), the maximum COg ice thickness hpy,x is given
by:

hmax _ )\COQ (T;_n‘elt - Tsurf)’ (2.1)

geo

where Aco, is the thermal conductivity of COg ice, Ty, is the temperature at the top of the glacier
and Thert is the melting temperature of COs ice at the base of the glacier. As the latter is a function
of the pressure below the COs glacier, it implicitly depends on hpax s0 that the above equation must
be solved numerically, once the local surface temperature is known (see Appendix 2.8.2 for details
on the calculations). The resulting maximum COg ice cap thickness hpayx is plotted on Figure 2.5
as a function of the internal heat flux and the COgy partial pressure. For geothermal heat fluxes

of 100/30/10 mW m~2 (red stars in Figure 2.5), basal melting condition gives COs ice maximum
thicknesses of 120/360/1200 m.

The exact latitude at which the glacier maximum thickness is determined by either basal melting
condition or by glacier flow is difficult to determine. Moreover, in the region of transition between
these two regimes, a basal liquid COy flow could persist” and therefore speed up the glacier flow.

For simplicity, we fixed the thickness of the steady-state CO» glacier in the regions with positive
annual mean condensation rate (regions of latitude > 71.5°N; see Figure 2.4) at the constant maximum
thickness hyax derived from the basal melting condition. This maximum thickness serves as a boundary
condition for the calculation of the glacier flow in regions with positive annual mean sublimation rate
(see next section).

2.6.1.3 CO; ice cap outer region: a thickness limited by glacier flow and sublimation

To get estimates of COg9 glacier profiles in the regions where sublimation dominates over condensation
(latitude < 71.5°N, see Figure 2.4), we use a simple isothermal glacier model ® (assuming no slip at
the base of the glacier), following a similar approach than Menou (2013). The steady-state equation
satisfied by a thin isothermal COs glacier with a flat base and a no slip boundary condition at its
bottom is (Fowler, 2011; Cuffey and Paterson, 2010)°:

10 [ 240(pg)" i Oh "' OR _
r or (T n+2 h ’67" or +alr) =0, (2:2)

"Such basal flow could carry heat away from basal melting regions and thus also reduce the heat flux conducted
through the CO; ice caps (Cuffey and Paterson, 2010; Menou, 2013).

8This is a simple approach that does not physically describe how the accumulating COz ice spreads to feed the
ablation zone. We acknowledge that a more physically complete model should be developed in the future.

9This is the classic solution for a glacier shape.
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Figure 2.5: COg ice cap maximum thickness (in m) calculated from the basal melting condition, as
a function of surface CO9 partial pressure and internal heat flux. The red stars correspond to three
distinct cases, with pCOy = lbar and Fgeo = 10 / 30 / 100 mW m™2, that are investigated in more
details in the following sections.

with h(r) the thickness of the COq ice cap, assumed (for simplicity) radially symmetric, Ay the flow
rate constant (in Pa s™"), n the power-law creep exponent, g the surface gravity, p the density of COq
ice and a(r) the annual mean condensation rate assumed (also for simplicity) to be a function of r
only, and derived from our GCM simulations (see Figure 2.4).

First, assuming % = 0for r = Regap,1, we integrate equation 2.2 once. Then, assuming h > 0,
% < 0 and a(r) < 0, we separate the variables h and r, and we integrate a second time, assuming
M Rcap,2) — 0 at the edge of the glacier. Eventually, assuming that h(Rcap,1) = hmax, With Amax the
maximum thickness of the glacier calculated using the basal melting condition, we can constrain the

flow rate Ay and get the following solutions for the thickness h of the CO; ice glacier:

h(T) = hmax for r < Rcap,la (2.3)

1
Rcap,Z 1 T2 n
fr 75 SR a(ry) dry) " dry

1
Reap, 1 T n
Jp e (— s > 1y oa(r) dr1> dro

Rcap,l Rcap, 1

T2
h(r) = hmax( > for r > Reap 1, (2.4)

Figure 2.6 presents 9 possible steady-state COs ice glacier profiles, for 3 different geothermal fluxes
and 3 different flow laws (n = 1, 4.5 and 7) chosen consistent with previous experimental studies
(Durham et al., 1999) and works about the martian COq southern polar cap (Nye et al., 2000).
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Figure 2.6: Possible radial profiles for the COs ice polar glaciers. They correspond to solutions of

equations 2.3 and 2.4, for 3 different internal heat fluxes (10/30/100 mW m~2) and three different flow
laws (n = 1, 4.5 and 7).
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2.6.1.4 Calculation of the COy; maximum total reservoir

After integration of the steady state COs ice radial profiles, we find that the maximum amount of
COs ice that can be stored in the two polar caps is approximately equal to 1.5/4.5/15 bar'® for
geothermal heat fluxes of 100/30/10 mW m~2, respectively. On Earth, the current geothermal heat
flux is ~ 80 mW m™2 but can varies a lot, typically from 20 mW m~2 up to 400 mW m~2, depending
on the regions (Davies, 2013). Approximately 60% (respectively 40%) of COs ice is trapped in region
of 1 < Reap,1 (respectively r > Rcap,1), meaning that the accumulation zone and the ablation zone
contribute significantly and equally to the total size of the CO4 ice reservoir.

It is now possible to calculate, for a given rate of COs volcanic outgassing, the time required for a
hard snowball planet to fill the COs ice polar reservoirs and thus potentially escape glaciation. Assum-
ing a present-day Earth COg volcanic outgassing rate of ~ 7 teramoles/year or 60 bar/Gy (Brantley
and Koepenick, 1995; Jarrard, 2003), we get durations of glaciation periods of ~ 42/93/270 My for
internal heat fluxes of 100/30/10 mW m~2. In fact, because COy volcanic outgassing rate is depen-
dant on the internal heat flux, the duration of the glaciation phases could be drastically increased for
planets with low geothermal heat fluxes (typically lower than 80 mW m~2 as on present-day Earth).
This suggests that planets near the outer edge of the habitable zone may need to be quite volcanically
active in order to remain habitable.

When (and if) COg ice caps become full, the system suddenly reaches a runaway phase, ending
up with the complete vaporization of COs2 polar ice caps and thus a hot atmosphere. This may have
implications in the calculation and description of "limit-cycles’ (Menou, 2015; Haqq-Misra et al., 2016;
Abbot, 2016) and more generally on the habitability of distant Earth-like planets. Detailed calculations
of the stability of COs ice caps when full can be found in Appendix 2.8.3.

It is also conceivable that catastrophic events such as meteoritic impacts could trigger deglaciation.

2.6.2 Gravitational stability and CO, sequestration

For planets covered by several hundred meters of water ice'!, owing to the high density of COs ice

(~1500 kg m~3) or liquids (~1170 kg m~3) compared to water ice (~930 kg m~2 at 200-220 K), the
COq deposits should rapidly become gravitationally unstable. This would result in a burial of the
CO2 deposits at the base of the HoO ice layer. Such a density contrast should initiate Rayleigh-Taylor
instabilities at a timescale that can be estimated at first order assuming two isoviscous layers using
the following relationship (Turcotte and Schubert, 2001):

1379
TRT = m7
with 7 the viscosity of the more viscous layer, Ap the density contrast between the two layers and b
the characteristic size of the domain. Depending whether COs is liquid or solid at the interface with
the HoO layer, the density contrast would range between 240 and 570 kg m~2. For a COs ice deposit
thickness of about 100 m, this density contrast results in a stress at the interface between the two

(2.5)

layers of the order of 1 MPa. For such a stress level and temperature ranging between 200 and 220 K,
the viscosity of the COs ice layer is estimated between 10'2-10'3 Pa s, based on available experimental
data (Durham et al., 1999). At the same temperature and stress conditions, water ice has a viscosity <

These quantities are not affected much by the choice of flow law (see Figure 2.6).
1We remind here that the Earth Global Equivalent Layer of surface water is ~ 3km.
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10%6 Pa s, for grain size lower than 1 mm, based on experimental data (Durham et al., 2001; Durham
and Stern, 2001; Goldsby and Kohlstedt, 2001). Therefore, this would be the layer controlling the
Rayleigh-Taylor timescale. Assuming that a thickness of 100 m of CO» deposit is representative of the
characteristics size of the domain, the R-T timescale is 7x 103 yrs x (/10'® Pas), which is geologically
short. In the case of basal melting of the CO; layer, we should keep in mind that the generated COq
liquids will be unstable relative to the underneath water ice layer, but also relative to the overlying
COg ice layer as it has a density intermediate between those of COs ice and water ice. When COa
melting occurs at the base of the COs layers, a competition is expected between downward drainage
through the water ice layer (similar to crevasse hydrofracturing in Earth glaciers; Krawczynski et al.
2009) and liquid injection in the overlying COs ice layer and refreezing (similar to dike propagation).
Assessing in details such complex processes are out of scope of the present paper. Nevertheless, based
on these considerations, we can safely argue that the accumulation of a large volume of liquid CO; at
the base of the COs ice layer is unlikely.

Once gravitationally destabilized, the CO3 ice deposit would sink at the base of the water ice shell
at a rate that is determined mostly by the viscosity of water ice and the size of the COs ice diapir.
The time required for a COs ice diapir to cross the water ice layer can be estimated using the Stokes
velocity, the terminal velocity of a sphere falling through a constant viscosity medium (Ziethe and
Spohn, 2007):

Uy = 2 Bpg (/) (2.6)

For a diapir radius r of 100 m (comparable to thickness of the CO2 deposit) and a viscosity of water
ice of 10%5-10'¢ Pa s, this leads to a velocity of 0.04-0.4 m/yr. As temperature increases as a function
of depth, the viscosity of water ice is expected to decrease with depth, resulting in an acceleration
of the diapir fall. A 100-m diapir of COy ice would thus not need more than ~ 104 yrs to reach the
bottom of a 1-km thick water ice layer.

Even if the CO2-H20 interface is beneath the melting temperature of COy ice, melting may occur
during the diapir fall, which will reduce the density contrast and hence the fall velocity. However,
as mentioned above, melting may promote fracturing of the water ice medium and rapid drainage of
the COg liquids due to its high density relative to the surrounding water ice. The rate of melting
should also depend on the efficiency of heat transfer between the diapir and the surrounding ice. As
the thermal diffusive timescale (~1?/k) for a 100-m-size diapir of COj is of the order of 103 yrs and is
thus < to the expected diapir fall timescale, melting during the descent would be efficient. Detailed
modelling would be required though to determine the exact volume of generated melt during descent.

COg ice should completely melt and equilibrate thermally with the surrounding HoO media once
stabilized at the bottom of the water ice shell. The temperature and pressure conditions at the bottom
of the water ice layer depend on its thickness and on the geothermal flow. For geothermal heat flux
between 50 and 100 mW 2, typical of the Earth, the melting of water ice would be reached for depth
ranging between 1.5 and 3 km, corresponding to pressure of about 14 and 28 MPa. This pressure range
is well above the saturation vapor pressure (3.5 MPa at 273 K; Lide 2004), so that COs is highly stable
in the liquid phase. Destabilizing the CO2 liquids into gas phase would require the 273 K-isotherm at
a depth of only 375 m, corresponding to abnormally high geothermal heat flux of 400 mW ~2. 5 times
larger than the average heat flux on Earth. Even if the density of liquid CO+ decreases with increasing
temperature as it equilibrates with the surrounding water ice media, it remains always denser than
water ice (Span and Wagner, 1996), and therefore should always accumulate at the bottom of the ice
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shell. At T = 273 K and pressure between 14 and 28 MPa, COq liquids have a density very close
to that of liquid water (994 and 1048 kg m~3, respectively, using the equation of state of Span and
Wagner 1996), so that COy coexists with HoO at the ice-water interface.

Pressure and temperature conditions expected at the bottom of the ice layer are in the stability field
of COy clathrate hydrate (Sloan, 1998; Longhi, 2005), therefore CO2 should rapidly interact with HoO
molecules to form clathrate hydrate. Clathrate hydrates are non-stoichiometric compounds consisting
of hydrogen-bonded HoO molecules forming cage-like structures in which guest gas molecules, such
as COaq, can be trapped (Sloan, 1998). Once formed, these clathrates are very stable and can be
dissociated only if the temperature is raised about 5-10 K above the melting point of water ice. The
storage of COs in the form of clathrate should be particularly efficient in the case of warm bottom
conditions as COs liquids and liquid water coexist. In the cold bottom condition with no water ice
melting, clathration is still possible but would be less efficient due to the physical separation between
the two components. As COs clathrate hydrate has a density of about 1150 kg m™3 (assuming full
cage occupancy, Sloan 1998), they would rapidly sink at the bottom of the water liquid layer, ensuring
an almost complete clathration of CO5. Part of the CO4 should dissolve in the liquid water during
the clathrate sinking. The relative proportion of COs9 trapped in the form of clathrate hydrate or
dissolved in the water layer would depend on the volume of CO» that is buried at the base of the ice
shell and on the volume (thickness) of the water layer.

In summary, as long as the water ice shell exceeds a few hundred meters, COs should remain
sequestered either in the form of CO3 liquids, in the form of COs clathrate hydrate or dissolved in the
subglacial water layer. Release of gaseous CO2 may occur only due to an increase of surface insulation
and increase of geothermal flux resulting in a significant thinning and breaking-up of the water ice
shell. The total amount of COg2 that can be stored in the HoO layer (by any of these three processes)
depends on the total abundance of HoO of the planet as well as CO2/H50 ratio. The COq inventory
on Earth, mostly in the form of carbonate rocks on the continents, is of the order of 102 bar (Walker,
1985). If the total CO2 inventory exceeds the total amount of CO2 that can be stored in the water
layer, then the planet should be able at some point to escape from global glaciation, extra CO2 being
likely returned to the atmosphere through cryovolcanism.

Evaluating the maximum amount of COo that can be trapped underneath the water ice cover
require however a detailed description of the HoO layer structure as well as thermodynamic models
predicting the partitionning of CO2 between the different phases.

2.7 Conclusions

We highlight in this paper a new scenario that would prevent distant Earth-like planets orbiting
Sun-like stars from escaping episodes of complete glaciation. When a terrestrial planet reaches a
Snowball state, CO9 weathering ceases and COs can accumulate in the atmosphere because of volcanic
outgassing. As COg builds up in the atmosphere, the temperature of condensation of CO2 can exceed
the surface temperature of the poles, which leads to the trapping of all extra COs possibly outgassed.

Using LMD Global Climate Model simulations designed for Earth-like fully glaciated planets, we
show that this mechanism can work from orbital distances as low as 1.27 AU (Flux ~ 847 W m~2
Seft ~ 0.62). By comparison, the most recent estimate of the outer edge of the Habitable Zone (e.g.
the maximum greenhouse limit) in similar conditions is 1.67 AU (Flux ~ 490 W m~2, Seg ~ 0.36)
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(Kopparapu et al., 2013).

This limit can occur at even lower distances for planets with 1) a low obliquity, 2) a low No partial
pressure, 3) a high rotation rate and 4) a high value of the water ice albedo (we chose in this work the
conservative value of 0.6).

Conversely, this limit can occur at significantly higher distances when taking into account the
radiative effect of COq ice clouds. In winter, COs ice clouds that form at the cold poles scatter back
thermal infrared radiation of the surface. In summer, clouds are dissipated and therefore have almost
no impact on the bond albedo. For these two reasons, CO3 ice clouds can have a powerful warming
effect at the poles, limiting COs collapse at orbital distances greater than 1.40 AU (Flux < 697 W m~2,
Serr < 0.51).

For each possible configuration, the amount of COy that can be trapped in polar COs ice caps
depends on the efficiency of COs3 ice to flow laterally as well as its graviational stability relative to
subsurface water ice. The flow of COq ice from polar to low latitudes regions is mostly controlled by
its basal temperature (due to both the conductivity and melting temperature of COs ice being low),
and hence by the internal heat flux of the planet. We find for example that a frozen Earth-like planet
located at 1.30 AU of a Sun-like star could store as much as the equivalent of 1.5/4.5/15 bar of CO4
ice at the poles, for internal heat fluxes of 100/30/10 mW m~2.

But these amounts are in fact lower limits. COg ice being denser than water ice (~ 1.7 x the
volumetric mass of water ice), we find that COs ice deposits should be gravitationally unstable and
get buried beneath the water ice cover in a geologically short timescale of ~ 10 yrs, mainly controlled
by the viscosity of water ice. If water ice cover exceeds about 300 meters (e.g. 10% of the Earth
hydrosphere), then COq should be permanently sequestered underneath the water ice cover, in the
form of COgq liquids, COq clathrate hydrates and/or dissolved in subglacial water reservoirs (if any).
This would considerably increase the amount of CO9 trapped and further reduce the probability of
deglaciation.
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2.8 Appendix

2.8.1 The LMD Generic Global Climate Model
2.8.1.1 Model core

This model originally derives from the LMDz 3-dimensions Earth Global Climate Model (Hourdin
et al., 2006), which solves the primitive equations of geophysical fluid dynamics using a finite difference
dynamical core on an Arakawa C grid.

The same model has been used to study many different planetary atmospheres of low-irradiated
planets, including Archean Earth (Charnay et al., 2013), past climates of Mars (Forget et al., 2013;
Wordsworth et al., 2013; Turbet et al., 2017a), or exoplanets (Wordsworth et al., 2011; Turbet et al.,
2016, 2018a).

The simulations presented in this paper were all performed at a horizonal resolution of 96 x 96
(e.g. 3.75° x 1.875°) in longitude x latitude. In the vertical direction, the model is composed of
15 distinct atmospheric layers that were designed using hybrid o coordinates (where o is the ratio
between pressure and surface pressure).

To account for thermal conduction in the icy ground, we used a 18-layers thermal diffusion soil
model. Mid-layers depths range from dg ~ 0.1 mm to dy7 ~ 18 m, following the power law d,, = dg x 2"
with n being the corresponding soil level, chosen to take into account both diurnal and seasonal thermal
waves. We assumed thermal inertia of the ground ice to be constant and equal to 2000 J m~2 s~ /2 K—1.

We considered (in GCM simulations) the internal heat flux and/or the thermal heat flux Fgrouna

conducted from an hypothetical underlying ocean to be zero'2.

2.8.1.2 Radiative Transfer

The GCM includes a generalized radiative transfer for a variable gaseous atmospheric composition
made of a mix of COz, N2 and HyO (HITRAN 2012 database, Rothman et al. (2013)) using the
correlated-k method (Fu and Liou, 1992; Eymet et al., 2016)) suited for fast calculation. For this,
we decomposed atmospheric temperatures, pressures, and water vapor mixing ratio into the following
respective 7 x 8 x 8 grid, similar to Charnay et al. (2013): Temperatures = {100,150, .. ,350,400} K ;
Pressures = {107%,1075, .. |1,10} bar ; HoO Mixing Ratio = {1077,1076, .. .11072,107!} mol of Hy0O
/ mol of air (HoO+CO3 here).

COg collision-induced absorptions (CTA) and dimer absorption (Wordsworth et al., 2010a) ) were
included in our calculations as in Forget et al. (2013) and Wordsworth et al. (2013), as well as N2-Ng
collision-induced absorption (Richard et al., 2012) and its role on the pressure broadening. We also
added HyO self and foreign continuums calculated with the CKD model (Clough et al., 2005), with
H5O lines truncated at 25 cm™L.

For the computation, we used 32 spectral bands in the thermal infrared and 36 in the visible
domain. 16 non-regularly spaced grid points were used for the g-space integration, where g is the
cumulated distribution function of the absorption data for each band. We used a two-stream scheme
(Toon et al., 1989) to take into account radiative effects of aerosols (COjz ice and HoO clouds) and
Rayleigh scattering (mostly by N2 and CO2 molecules), using the method of Hansen and Travis (1974).

12This is a reliable assumption for thick enough (typically > 100 m) water ice covers expected on hard Snowball
Earth-like planets.
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Physical parameters Values

H50 ice Albedo 0.6

H30 ice thermal conductivity 25 Wm ! Kt
H50 ice emissivity 1.0

Ground H5O ice thermal inertia 2000 J m—2 s~ 1/2 K1

COg3 ice Albedo 0.6

COg ice thermal conductivity 0.5 Wm~! K-t
COg ice emissivity 0.9

COg ice density 1.5

Surface Topography Flat

Surface roughness coefficient 0.0l m

Table 2.2: Physical Parameterizations used for the GCM calculations.

We note that, for the calculation of absorption coefficients, we used only main isotopes: 2C00,
and 'Hy'%0 and '2Ny. It has been shown in similar conditions (Halevy et al., 2009) that the radiative
effect of isotopic composition should be small. Nonetheless, we take this opportunity to encourage
dedicated studies about the influence of isotopic composition on the radiative properties of (thick)
atmospheres.

2.8.1.3 H->0 and CO; physical properties

Both CO2 and HsO cycles are included in the GCM used in this work.
1. Melting, freezing, condensation, evaporation, sublimation and precipitation of HoO physical
processes are all included in the model. In the atmosphere, water vapor can condense into water ice

6'3 and we use an emissivity of 1.

particles clouds. At the surface, we fix the H2O ice albedo at 0.

2. In our model, CO2 can condense to form COs ice clouds and surface frost if the temperature
drops below the saturation temperature. Atmospheric COs ice particles are sedimented and thus can
accumulate at the surface. The COq ice layer formed at the surface can sublimate and recycle the
COg2 in the atmosphere. The COs ice on the surface contributes to the surface albedo calculation:
if the COq ice layer exceeds a threshold value of 1 mm thickness, then the local surface albedo is
set immediately to the albedo of COq ice (0.6 in this work). On Mars, the albedo of COs ice can

substantially vary (Kieffer et al., 2000) with insolation and presence of dust. Without dust, the albedo

3This is the standard value used in the Snowball Model Intercomparison (SNOWMIP) project (Pierrehumbert et al.,
2011).
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can become very high so that 0.6 is probably a lower estimate. For CO4 ice, we use an emissivity of
0.9. The radiative effect of COs ice clouds is discussed in details in section 2.5.3.
Physical parameters used for both CO2 and H5O ices are summarized in table 2.2.

2.8.2 Computation of maximal CO, ice thickness before basal melting

Compared to water ice, the temperature dependence of COs ice thermal conductivity is rather flat
in the 100-250 K range (Schmitt et al. 1997; Part I, Figure 4). We can thus estimate with a good
approximation the maximum CQOs ice thickness hpyax (limited by basal melting) by:

A T — T
hmax _ COq ( ;nlet surf)’ (27)
geo

where Aco, is the thermal conductivity of COg ice, Ty, is the temperature at the top of the glacier
and Tt is the melting temperature of CO2 ice at the base of the glacier.

We derive then Ty using the Clausius-Clapeyron relation (COq solid-liquid equilibrium) at the
base of the glacier:

(-1l __1
Plig  Psol

Telt = Trer e ius

(gpsolhmax+PC02 +PN2*Pref) (2 8)

)

with pgo1 and priq the volumetric mass of liquid and solid COgz, Lyys the latent heat of fusion of CO9
ice, Pt and Trer the coordinates of the triple point of COg2, and Pro, and Py, the partial surface
pressures of CO9 and Ny, respectively. The pressure at the base of the glacier Pyt is estimated from
the equation hpax = %, with Py = Pco, + Pn,. We remind that we choose pNy = 1 bar
for all our simulations.

We now derive the surface temperature Tg, ¢ as a function of the surface pressure Py, using

another Clausius-Clapeyron relation (COsz solid-gas equilibrium):

1

1 R 1 Pco,
= n
Tret  Lsub Mco, ( Pref )

Towt = ) (29)

with Lgy, the latent heat of sublimation of COg ice and Mco, the molar mass of COq. It is in fact
assumed here that the global mean temperature at the top of the COq polar ice caps is constant and
equal to the temperature of condensation of CO4. This approximation should remain valid as soon as
there is enough COg in the atmosphere (or COq stays a dominant atmospheric species).

From the set of equations 2.7-2.9, we get a new equation on hpyay of the form hpay = ehma", after
several variable changes. We solve explicitely this equation using the lambert W function, and we
obtain the following expression of the maximum possible CO» ice cap thickness Amax:
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This equation is used to directly compute hmax as a function of the internal heat flux and CO5 partial
pressure (see Figure 2.5).

Note that we assumed a COs ice volumetric mass density of 1500 kg m~— and a COg ice thermal
conductivity of 0.5 W m~! K1 (Schmitt et al. 1997; Part I, Figure 4).

2.8.3 Stability of CO, ice caps

What happens once COs ice caps have reached their maximum size, as calculated in section 2.6.1.47
Using calculations, we show in this appendix that, depending on a few parameters, the COs ice caps
when full may (or may not) be stable.

The total mass of CO9 available at the surface and in the atmosphere is:

SPco,

Mtot - Matm + Msurf - + Ahmeaan027 (2-11)
with A the area of the COs ice caps, S the total area of the surface (i.e. 47er,) and Amean the thickness
of the COq ice caps averaged over A. When COj ice caps are full, hmean = hmoan-

We assume now that the system — initially with full COq ice caps — is slightly perturbated from
Pco, = P to P+ 0P. By conservation of COg mass, the new mass of COq ice caps is Mgy [P +
(5P] = PCO, Ahmean[P-l-(SP]M.

If this quantity is lower than the maximum mass of CO3 ice caps, e.g. pco, Ahmax [P+ JP], then
the system is stable. Otherwise, the condition of unstability can be written formally:

PCO, Ahmean[P—|-5P] > PCoy Ahax [P+5P], (2.12)

mean

which can be rewritten, using mass conservation:

S|P+ 6P max
Mot — [g] > pco, Ahpax [P+ 0P, (2.13)
and using Taylor series:
SP SoépP d(ARREX
Mg — 22 _ 508 o ARDES,[P]+ 6P poo, 2Cmem) p) 2.14)
g g dPco,
Assuming that COg ice caps were initially full, this yields to hmean[P] = hjmax, [P] and gives:
S P SoP d(AhDEX
(Mtot — ——— — PCO, Ahmean[P]> ———>0dP PCO2 M[P]- (2'15)
g dPco,
For 6 P > 0, we have then:
dhnax . dA S
A L Pl 4+ poex ———[P] < — . 2.16
dPCOQ [ ] €a. dPCOQ[ ] PC02 g ( )

We know first from GCM simulations that the area of the ice caps A is not a monotonic function
of Pco, (see Figure 2.2). A is in fact extremely rich in information, because it depends on a subtle
combination of the greenhouse effect of COg, the surface thermal emission, the condensation tem-
perature of CO2 and the global heat atmospheric redistribution. As Pco, grows, GCM simulations

“Hereafter, ’|" and ’]’ are used to bracket variables.
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Unstable Stable

Case 2: Stable

Case 1: Unstable s

Amount of COz in the {atmosphere+ice caps}

Amount of CO2 in the atmosphere

Figure 2.7: Qualitative estimates of the maximum amount of COg in the {surface, atmosphere} as a
function of the COq partial pressure, for two different scenarios. In the first scenario (case 1), the COq
ice caps when full would be unstable. All the COs ice get sublimed, forming a dense CO4 atmosphere.
In the second scenario (case 2), the COg ice caps when full should progressively shrink as the COq
partial pressure increases, but would not be unstable. This configuration occurs when the decrease of
the size of the COs ice caps is offset by the increase of the CO9 atmospheric mass.

tell us that d}‘}ﬁ) - should vary from positive to negative values. Fortunately, we also know from the
various GCM simulations shown in Figure 2.2b (23.5° obliquity, radiatively inactive COq clouds) that
the maximum of A(Pco,) should for example roughly lie at a CO9 partial pressure of 1 bar in this
specific configuration.

max

It is possible to derive an analytical - complicated yet - expression of % using equations 2.10
2

and 2.4. It tells us that, whatever the configuration, Z}Ii‘;‘c}%(“ is always negative. As pCQOq increases,
the temperature at the top of the COs ice caps also increaées, which limits the thickness of the COq
ice caps'® (see equation 2.1).

We illustrate now the previous calculations with the experiment extensively described in this work
(1.30 AU, 23.5° obliquity, radiatively inactive COg ice clouds, COqy partial pressure of 1 bar). Based
on GCM simulations, we assume that %M,COFWW ~ 0m? Pa~! and we have therefore (with

15Equation 2.4 shows that the mean thickness of the COx ice caps is proportional to the maximum thickness calculated
by basal melting.
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~ 0.1; see section 2.6.1.1):

Wl

mean

dhigean _ S _ —10
dPco, gApco, 9.81 x 1.5 x 103

= —7x107* m Pa"!. (2.17)

Our calculations indicate that this condition is valid for an internal heat flux roughly lower than
80 mW m~2 (case 1 in Figure 2.7). It means that, for an internal heat flux lower than 80 mW m~2:
(1) COg ice caps when full would not be stable, and (2) the maximum amount of COz that can be
trapped in the {surface, atmosphere} system is attained for pCOq lower or equal to 1 bar.
Conversely, for an internal heat flux higher than 80 mW m~2 (case 2 in Figure 2.7), COg ice caps

when full would be stable (unless 72-
2

term becomes somehow significant).
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3.1 Preamble

In May 2016, I got a phone call from my colleague Franck Selsis saying: ’Martin, I have great news
for you! We have discovered a fantastic extrasolar planet. A planet that is very likely rocky, with a
most probable mass of 1.4 times that of the Earth. A planet that is very likely temperate, with an
insolation 0.7 times that of the Earth. But the most important fact is ... that this planet is orbiting
the closest star from us: Proxima Centauri!!!".

That was it. The race had started. I had three months to explore all the possible climates of
this planet, Proxima b, and more importantly, assess its observability with existing and forthcoming
telescopes. On Wednesday August 24th 2016, Guillem Anglada-Escude and his colleagues publicly
announced the discovery of Proxima b. The same day, I provided the entire scientific community with
a complete review of the habitability and observability of the planet.

This chapter is based on a paper published in Astronomy & Astrophysics in December 2016.
The full reference is: Martin Turbet, Jeremy Leconte, Franck Selsis, Emeline Bolmont, Francois For-
get, Ignasi Ribas, Sean N. Raymond and Guillem Anglada-Escude, The habitability of Prox-
ima Centauri b. II. Possible climates and observability, Astronomy & Astrophysics, 2016
(http://adsabs.harvard.edu/abs/2016A%26A...596A.112T).

3.2 Abstract

Radial velocity monitoring has found the signature of a M sini = 1.3 Mg planet located within the
habitable zone (HZ) of Proxima Centauri. Despite a hotter past and an active host star, the planet
Proxima b could have retained enough volatiles to sustain surface habitability. Here we use a 3D
Global Climate Model (GCM) to simulate the atmosphere and water cycle of Proxima b for its two
likely rotation modes (1:1 and 3:2 spin-orbit resonances), while varying the unconstrained surface
water inventory and atmospheric greenhouse effect.

Any low-obliquity, low-eccentricity planet within the HZ of its star should be in one of the climate
regimes discussed here. We find that a broad range of atmospheric compositions allow surface liquid
water. On a tidally locked planet with sufficient surface water inventory, liquid water is always present,
at least in the substellar region. With a non-synchronous rotation, this requires a minimum greenhouse
warming (~10 mbar of COg and 1 bar of Ng). If the planet is dryer, ~0.5 bar or 1.5 bar of CO2 (for
asynchronous or synchronous rotation, respectively) suffice to prevent the trapping of any arbitrary,
small water inventory into polar or nightside ice caps.

We produce reflection and emission spectra and phase curves for the simulated climates. We find that
atmospheric characterization will be possible via direct imaging with forthcoming large telescopes.
The angular separation of 7A/D at 1 ym (with the E-ELT) and a contrast of ~10~7 will enable high-
resolution spectroscopy and the search for molecular signatures, including HoO, O2, and COs.

The observation of thermal phase curves can be attempted with the James Webb Space Telescope,
thanks to a contrast of 2 x 107> at 10 um. Proxima b will also be an exceptional target for future
IR interferometers. Within a decade it will be possible to image Proxima b and possibly determine
whether the surface of this exoplanet is habitable.
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3.3 Introduction

Proxima Centauri b, recently discovered by Anglada-Escudé et al. (2016), is not only the closest known
extrasolar planet but also the closest potentially habitable terrestrial world, located at only ~ 4.2 light
years from the Earth (Van Leeuwen, 2007).

Proxima Centauri b, also called Proxima b, receives a stellar flux of ~ 950 W m~2 (0.65—0.7 Sg, at
0.05 AU based on the bolometric luminosity from Demory et al., 2009; Boyajian et al., 2012); this places
Proxima b undoubtedly well within the so-called habitable zone (HZ) of its host star (M, = 0.123 My),
which is defined as the range of orbital distances within which a planet can possibly maintain liquid
water on its surface (Kasting et al., 1993; Kopparapu et al., 2013; Leconte et al., 2013a; Yang et al.,
2013; Kopparapu et al., 2014, 2016). Indeed, for the effective temperature of Proxima (3050 K;
Anglada-Escudé et al., 2016) climate models locate the inner edge between 0.9 and 1.5 Sg, depending
on the planet rotation (Kopparapu et al., 2016), and the outer edge at ~ 0.2 Sg (Kopparapu et al.,
2013). Nonetheless, surface habitability requires the planet to be endowed with a sufficient amount
of water and atmospheric gases able to maintain a surface pressure and possibly a greenhouse effect
(typically with CO2).

Quantifying this last statement is the main goal of this study. While most previous studies on cli-
mate and habitability focused on estimating the edges of the habitable zone, here we rather investigate
the variety of necessary atmospheric compositions and global water content to ensure surface liquid
water. Using the limited amount of information available on Proxima b, we can already provide some
constraints on its possible climate regimes as a function of a key parameter: the volatile inventory,
which includes the amount of available water above the surface and the amount and type of green-
house and background gases in the atmosphere. Investigating extreme inventory scenarios is especially
important in our specific case because Proxima is an active M dwarf. This means that the atmospheric
content of the planet has probably been dramatically influenced by various types of escape, especially
during the pre-main-sequence phase in which the planet underwent a runaway greenhouse phase. See
the companion paper by Ribas et al. (2016) for a detailed discussion.

Assuming a circular orbit, Proxima b should be in synchronous rotation with permanent dayside
and nightside (1:1 resonance). However, Ribas et al. (2016) showed that the orbit of Proxima b
might not have had time to circularize and that an eccentricity above ~0.06 would be sufficient to
capture the planet into a 3:2 spin-orbit resonance similar to Mercury. At higher eccentricities, higher
resonances such as the 2:1 become possible as well. The climate on a tidally locked (synchronous)
planet can dramatically differ from the asynchronous case. For a given volatile inventory, we will thus
systematically try to infer the difference in behavior between a planet in a 1:1 and 3:2 resonance. The
choice of the specific resonance order, however, has a much more subtle impact on the climate, so that
the investigations of higher order resonances will be left for further studies.

Guided by various works on previously observed terrestrial exoplanets (Wordsworth et al., 2011;
Pierrehumbert, 2011; Leconte et al., 2013b), this study thus explores the climate regimes available for
Proxima b as a function of its spin state, atmospheric composition and thickness, and total amount
of water available in the system. For this purpose, we use the LMD Generic Global Climate Model
whose implementation for this specific study is detailed in Sect. 3.4.

For further reference, Figure 3.1 summarizes this attempt to quantify the possible climates of
Proxima b for the two most likely spin states (1:1 and 3:2 spin-orbit resonance), as a function of
the total water inventory and the greenhouse gas content (COg here). The total water inventory is
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expressed here in global equivalent layer (GEL), which is the globally averaged depth of the layer
that would result from putting all the available water in the system at the surface in a liquid phase.
Figure 3.1 serves as a guide throughout the various sections of this work.

To add a twist, Proxima b, as it is probably our closest neighbor, should be amenable to further
characterization by direct imaging in the near future. With its short orbital period, multi-epoch
imaging could then rapidly yield a visible and NIR phase curve of the planet. It could be one of
our first opportunities to characterize a temperate terrestrial planet and its climate. We thus put a
particular emphasis on quantifying observable signatures for the various type of atmospheres discussed
here.

After presenting the details about the physical parameterizations used to model Proxima b, sec-
tions 3.5 to 3.7 contain our major findings about the climate regimes achievable on Proxima b. They
are ordered following the global water inventory available from completely dry (Sect.3.5), water lim-
ited planets (Sect.3.6) to water-rich worlds (Sect.3.7). Finally, in Sect. 3.8, we highlight potential
observable signatures of these various climate regimes, and discuss how direct imaging with upcoming
facilities could help us to constrain the actual climate of Proxima b.

3.4 Method - The LMD Generic Global Climate Model

This model originally derives from the LMDz three-dimensional Earth Global Climate Model (Hour-
din et al., 2006), which solves the primitive equations of geophysical fluid dynamics using a finite
difference dynamical core on an Arakawa C grid. The same model has been used to study very diverse
atmospheres of terrestrial planets, ranging from (1) low irradiated planets as early Mars (Forget et al.,
2013; Wordsworth et al., 2013, 2015; Turbet et al., 2017a), Archean Earth (Charnay et al., 2013),
snowball Earth-like planets (Turbet et al.; 2017b), or exoplanets like Gliese 581d (Wordsworth et al.,
2011); (2) planets receiving stellar flux similar to the Earth (Bolmont et al. 2016a, this paper); and
(3) highly irradiated planets such as future Earth (Leconte et al., 2013a) or tidally locked exoplanets
like Gliese 581c / HD85512b (Leconte et al., 2013b).

Our simulations were designed to represent the characteristics of Proxima b, which include the
stellar flux it receives (956 W m~2 / 0.7 Sg), its radius (7160 km / 1.1 Rg) and gravity field (10.9 m s~2)
which are calculated assuming a mass of 1.4 Mg (Anglada-Escudé et al., 2016) and the density of Earth
(5500 kg m~3); these characteristics also include a flat topography and various rotation speeds, namely
6.3-1076,9.7.107%, and 1.3-107° rad s™!, for 1:1, 3:2, and 2:1 orbital resonances, respectively. All the
simulations were performed assuming a circular orbit. FEven if the maximum possible eccentricity
of Proxima b is 0.35 (Anglada-Escudé et al., 2016), for dynamical reasons (Ribas et al., 2016) the
upper limit of 0.1 would be more realistic. Therefore, the mean flux approximation seems reasonable
(Bolmont et al., 2016a) here. We also worked with an obliquity of 0°, as expected for such a planet
influenced by gravitational tides (see Ribas et al. 2016 for more details).

The simulations presented in this paper were all carried out at a horizontal resolution of 64 x 48
(e.g., 5.6 ° x 3.8°) in longitude x latitude. In the vertical direction, the model is composed of 26
distinct atmospheric layers that were built using hybrid ¢ coordinates and 18 soil layers. These 18
layers are designed to represent either a rocky ground (thermal inertia I = 1000 J m~—2 K1 s_%),
an icy ground (Iice = 2000 J m~2 K~ s72) or an ocean (Ipcean = 20000 J m~2 K~! 72 to take
into account the vertical mixing) depending on the assumed surface. Oceanic heat transport is not
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Figure 3.1: Schematic diagrams of the possible climate regimes reached as function of the COq
atmospheric content (in bar) and the HoO content available at the surface (in global equivalent layer
(GEL), in meters). The top and bottom panels describe the case of synchronous and asynchronous
spin states, respectively. The red stars indicate the parts of the diagram that have been probed in
this work using GCM simulations. The stars that lie on top of the left y-axis correspond to the case
of a dry surface and atmosphere while those on the right y-axis consider planets completely covered
by water. The presence of a background gas such as Ny could significantly modify the lower part of
the diagram (pCOgy < 1 bar typically). It would favor the heat redistribution, which in turn could (1)
prevent the CO9 atmospheric collapse and (2) reduce the amount of ice possibly trapped in water ice
glaciers.



98 Chapter 3. Habitability and observability of Proxima Centauri b

Parameter Value Unit
L. 0.0017 Lo
Ter 3000 K
Age 4.8 Gyr
M, sini 1.27 Mg

M, 1.4 Mg,
R, 1.1 Re
Semi-major axis 0.0485 AU

Sp 0.7 Se
Spin-orbit resonance 1:1 /32 /21

Q, 6.31076 / 9.7.107¢ / 1.3-107° rad s~ !
Stellar Day 0o /224 /11.2 Earth days
Obliquity 0 °
Eccentricity 0

Surface types Rock / Liquid water / Ice

Thermal inertia 1000 / 20000 / 2000 Jm2K s
Albedo 0.2 / 0.07 / wavelength-dependant (Figure 3.2)

Table 3.1: Adopted stellar and planetary characteristics of the Proxima system. We also show the
adopted parameters for various GCM parametrizations. The values for the stellar and planetary
parameters are derived from Anglada-Escudé et al. (2016).

included in this study. Each of theses configurations is able to capture the diurnal waves for the non-
synchronous orbital configurations. The planet day maximum explored duration is 22.4 Earth days
for the 3:2 resonance orbital configuration. Table 3.1 summarizes all the parameterizations adopted
in this work.

The GCM includes an up-to-date generalized radiative transfer (Rothman et al., 2009; Wordsworth
et al., 2010a; Richard et al., 2012) for variable gaseous atmospheric compositions made of various
cocktails of COg, No, and HoO, using the correlated-k method (Fu and Liou, 1992; Eymet et al., 2016).
Processes such as the radiative effect of clouds or Rayleigh scattering are taken into account. The
emission spectrum of Proxima Centauri (see Figure 3.2, top panel) was computed using the synthetic
BT-Settl spectrum® (Rajpurohit et al., 2013) of a M5.5 star with Tpg = 3000 K, ¢ = 10®> m s~2 and
[M/H| = 0 dex.

Around a red dwarf like Proxima b, the bolometric albedo of ice and snow is significantly reduced
(Joshi and Haberle, 2012) because of the shape of its reflectance spectrum. To account for this effect,
the GCM computes the bolometric albedo of ice from a simplified law of the spectral albedo of ice and
snow calibrated to obtain an ice and snow bolometric albedo of 0.55 around a Sun-like star (Warren
and Wiscombe 1980; Warren 1984; Joshi and Haberle 2012; see bottom panel of Figure 3.2). Around
Proxima b, our average bolometric albedo for ice and snow is 0.27. Yet, because of the varying spectral
transmission of the atmosphere (due to variable water vapor and clouds), the bolometric albedo can
locally reach values as high as 0.55.

Melting, freezing, condensation, evaporation, sublimation, and precipitation of HoO are included

'Downloaded from https://phoenix.ens-lyon.fr
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Figure 3.2: Top panel: Synthetic emission spectrum of a Proxima Centauri-like star (normalized by
the peak value) used as input for the GCM calculations. For comparison, we put the spectrum of the
Sun as usually computed in the LMD-GCM radiative transfer. Bottom panel: Spectral distribution
of snow and ice surface albedo as computed in the GCM. Integrated snow and ice albedo values are
0.55 and 0.27 for the Sun and Proxima Centauri, respectively.
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in the model. Similarly, we take the possible condensation and sublimation of COs in the atmosphere
(and on the surface) into account, but not the radiative effect of CO3 ice clouds because their scattering
greenhouse effect (Forget and Pierrehumbert, 1997) should not exceed 10 Kelvins in most cases (Forget
et al., 2013; Kitzmann, 2016).

3.5 The case of a completely dry planet

Because Proxima b probably lost a massive amount of water during its early evolution around a pre-
main sequence, active star (Ribas et al., 2016), we need to consider the possibility that the planet
may now be rather dry. When water is in very limited supplies, its state is mostly determined by the
temperatures of the coldest regions of the surface, the so-called cold traps (Abe et al. 2011; Leconte
et al. 2013b; see next section).

To get some insight into the location and properties of these cold traps, we first consider the
simple case of a completely dry planet. In this section, we focus on the greenhouse gas content needed
to prevent the formation of a cold trap where ice could accumulate. Necessary conditions for the
atmosphere to be stable are also discussed.

To evaluate this situation, we performed GCM simulations of rocky planets (surface albedo of
0.2) enveloped by pure COy atmospheres with pressures ranging from 0.1 bar to 20 bar. Around a
red dwarf like Proxima, COs is a powerful greenhouse gas because it has stronger absorption lines in
the near-infrared than in the visible and it does not contribute much to the stellar reflection by the
Rayleigh scattering.

Figure 3.3 shows that the temperatures are very high across the surface even for CO2 atmospheres
of moderate thickness, and despite the low insolation compared to Earth (S, = 0.7 Sg). In fact,
GCM simulations show that, whatever the atmospheric pressure or the orbital configuration, surface
temperatures are always greater than 273 K somewhere, although it is not the most relevant factor for
the stability of liquid water (and therefore habitability), as indicated by the case of current day Mars
(Read and Lewis, 2004; Millour et al., 2015).

3.5.1 Synchronous rotation

For the synchronous orbit case, surface pressures of 6 bar of COy are required to warm the entire
surface above the melting point of water. However, the surface temperature contrasts can be very
high for lower atmospheric content. For example, as much as 150 K difference between the substellar
and the coldest points in the 1 bar pure COg simulation (see Figure 3.3, left bottom corner). In
the synchronous configuration, the planet has two cold points located at symmetric positions around
longitude £180° and latitude £60°. The existence of these two cold traps persists in all the tidally
locked simulations (dry, wet, down to 1 bar thin or up to 20 bar thick atmospheres, etc.) explored
in this work, but their position can slightly vary, as a result of planetary-scale equatorial Kelvin and
Rossby wave interactions (Showman and Polvani, 2011). In particular, our simulations show that thick
atmospheres tend to move these two cold gyres toward the west direction and higher latitudes (see
also Figure 3.6).

In addition, GCM simulations tell us that COs-dominated atmospheres that are thinner than
~ 1 bar are not stable at all because the surface temperature at the two cold points is lower than the
temperature of condensation of COy (see Figure 3.3, third row of left column, blue dashed line). We
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identified here a positive feedback: when COq starts to collapse because of the decrease in the total
gas content, the heat redistribution becomes less efficient, which increases the temperature contrast
between the substellar point and the gyres and therefore favors the COo condensation at the cold
points. In this case, the atmosphere would inevitably collapse until reaching an extremely low CO»
atmospheric content in a regime of temperatures and pressures that are not well described by our
model parametrizations.

In the process, COq ice could be trapped for eternity, but also form glaciers that could flow
efficiently to warm regions and resupply the atmosphere in gaseous COq continuously (Turbet et al.,
2017b). Moreover, the scattering greenhouse effect of COg ice clouds (Forget and Pierrehumbert,
1997; Turbet et al., 2017b) that would form preferentially in the coldest regions of the planet could
drastically limit the COs atmospheric collapse.

In any case, this shows that having enough atmospheric background gas (main agent of the heat
redistribution + additional pressure broadening) may favor the stability of the atmosphere and there-
fore the habitability of Proxima b. For example, for an atmosphere of 1 bar of No — as could be more
or less expected on an Earth-sized planet of R, ~ 1.1 Rg (Kopparapu et al., 2014) — and 376 ppm of
COg, the dayside has mean surface temperatures above 273 K and the atmosphere does not collapse
(see Figure 3.3, left bottom corner).

3.5.2 Asynchronous rotation

For non-synchronous cases, the substellar temperature "eye" pattern disappears and the atmospheric
pressure at which surface temperatures are all strictly above 273 K is slightly lower because the stellar
radiation is now distributed equally among the longitudes. For the 3:2 resonance case, Figure 3.3
shows that this condition is reached for atmospheric pressures greater or equal to 4 bar. 3:2 and 2:1
spin-orbit resonance configurations do not exhibit significant differences in term of surface temperature
maps. The shorter stellar day in 2:1 (11.2 Earth days compared to 22.4), which weakens day and night
contrasts is compensated by the higher rotation rate, which weakens equator-to-pole heat redistribution
(Wordsworth et al., 2011; Kaspi and Showman, 2015).

Another crucial consequence of the efficiency of the heat redistribution relates to the COq col-
lapse, which occurs now at COs atmospheric pressure as low as 0.1 bar in the 3:2 orbital resonance
GCM simulations (this is a factor 10 lower than for the tidally locked configuration). Therefore, in
such a configuration, asynchronous rotation would favor the stability of the atmosphere and thus the
habitability of Proxima b.

3.6 Limited water reservoir

Another possibility is that Proxima b may have a limited, but non-zero, water inventory. In this
case, the question is to know where this water is stored. To answer that question, Sect.3.6.1 first
makes an attempt at quantifying how much water vapor can be stored in the atmosphere without ever
condensing at the surface. Then, in Sect.3.6.2, we discuss what happens to the water reservoir when
it condenses at the surface. In particular, we try to estimate how much water can be stored before it
forms planetary scale oceans (this is discussed in Sect. 3.7).
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Figure 3.3: Biennal mean surface temperatures of completely dry atmospheres, for 2 orbital configu-
rations (synchronous and 3:2 orbital resonance) and 4 atmospheric compositions and pressures (6 bar
of pure COsy, 4 bar of pure COsy, 1 bar of pure COs and 1 bar of Ny + 376 ppm of COsy — Earth-like
atmosphere). The solid black line contour corresponds to the 273.15 K isotherm; the dashed blue line
contour indicates the regions where the atmospheric CO2 collapses permanently into COq ice deposits.
The 1 bar pure CO2 (synchronous) simulation is not stable in the long term since CO2 would collapse
at the two cold points.
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3.6.1 Maximum amount of water stored in the atmosphere

The amount of water that can be maintained in a planetary atmosphere before it starts to condense
at the surface depends primarily on the atmospheric temperatures. For example, Venus has a water
GEL of ~2 cm (Bougher et al., 1997; Bézard et al., 2009) in its atmosphere that may form liquid water
droplets in the atmosphere but never condenses at the surface. But it could store much more.

To quantify this possibility in the case of Proxima b, we perform a simulation with a 4 bar
CO4 dominated atmosphere, for a synchronous rotation, in aquaplanet mode (static ocean model,
I = 20000 J m=2 K~! s~2, surface albedo of 0.07), and until equilibrium is reached (after ~ 1000
orbits). Hereafter, water vapor is always included in the atmospheric calculations, expect when other-
wise specified. When referring to a specific atmospheric composition, only the amount of background
gases is specified.

Suddenly, we change the properties of the planet: first, we remove all the water available at the
surface and, second, we use a rocky surface (I = 1000 J m~—2 K~* 87%, surface albedo of 0.2), in place of
the removed water at the surface. Then, at every orbit, we remove all the extra water that condenses
from the planet. We repeat the process until precipitation completely stops for 50 consecutive orbits.
Up to 45 cm GEL of water could be trapped in the atmosphere before it starts to condense (not shown).
In this case, surface temperatures reach 370-450 K, which is a 45 K increase on average compared to
the aquaplanet simulation.

Repeating this procedure for atmospheric pressures of 1 bar, 2 bar, and 4 bar, we obtained max-
imum amounts of water vapor (before it condenses permanently at the surface) of 1 ¢m, 10 cm, and
45 cm GEL. The corresponding simulations were reported in Figure 3.1 and define the black curve sep-
arating the region “All water in vapor state” from the rest of the diagram. The same GCM simulations,
when taking the greenhouse effect of water vapor into account, show that surface pressures as low as
1.5 bar (and even lower for the 3:2 orbital resonance) are now sufficient to get surface temperatures
above 273 K everywhere on the planet.

Thick, Venus-like atmospheres (pCOy typically > 10 bar) could potentially store very large amounts
of water, although we did not perform the necessary simulations; these simulations would require a
dedicated radiative transfer model. Interestingly, for atmospheres with a huge greenhouse effect, there
is no reason for the partial pressure of water not to exceed that of the critical point. In this case, the
temperature would also exceed the critical point so that discussing the transition to a liquid phase
at the surface would not be very meaningful. The habitability of such environment seems largely
unexplored.

3.6.2 Maximum amount of water stored on the surface
3.6.2.1 Cold climates: Limits on glaciers.

As soon as water is available in sufficient amounts, which depends on the atmospheric gas content
(as detailed above), it can start to condense permanently at the surface. For a synchronous rotation,
CO2-dominated atmospheres with pressure typically lower than 1.5 bar exhibit surface temperatures
that are lower than 273 K at their coldest points. Therefore, all the extra water available at the surface
gets trapped at the two cold gyres forming inevitably stable water ice deposits. The range of water
inventory for which such unhabitable climate regimes subsist depends on the atmospheric gas content
and composition, but also possibly on the internal heat flux of Proxima Centauri b.
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As the water inventory increases, the ice deposits thicken and start to form water ice glaciers that
can at some point flow from the coldest regions of the planet toward warmer locations. There are
in fact two distinct processes that can limit the growth of water ice glaciers (Leconte et al., 2013b;
Menou, 2013):

1. The gravity pushes the glaciers to flow in the warm regions where ice can be either sublimated
or melted. This limit depends mostly on the gravity of the planet and the mechanical properties
of water ice (e.g., viscosity).

2. The internal heat flux of the planet causes the basal melting of the water ice glaciers. In such
conditions, glaciers would slip and flow to warmer regions where, once again, ice could melt
and sublimate. This limit depends primarily on the geothermal heat flux of the planet and the
thermodynamical properties of water ice (e.g., thermal conductivity).

Menou (2013) has shown that for tidally locked terrestrial planets with Earth-like characteristics,
the basal melting should be the condition that limits the thickness of the water ice glaciers. He finds
maximum global equivalent ice thicknesses typically ranging from 320 m (for a 1 bar Ng, 3.6 % CO-
atmosphere) and 770 m (0.3 bar Ng, 360 ppm COs atmosphere).

In the same vein, we compute the maximum ice thickness before basal melting for four of our
dry GCM simulations from Fig.3.3. We use two distinct atmospheric compositions: 1 bar is pure
CO4 atmosphere; below that, the COsy can collapse permanently for synchronous rotation; 1 bar
of Ny + 376 ppm of CO3), and two orbital configurations (synchronous and 3:2 resonance). This
thickness, hin®* is given by (Abbot and Switzer, 2011):

ice
A Tinelt
piax — In ( e ) 3.1

e F, geo Tsurf ( )

where Fgeo is the internal heat flux and They; is the melting temperature of ice at the base of the
glacier. As the latter is a function of the pressure below the ice, it implicitly depends on hil2* so that
the above equation must be solved numerically, once the local surface temperature is known (Leconte
et al. 2013b; see appendix 3.11.1 for details). This temperature is taken from the GCM outputs (see
the third and fourth rows of Figure 3.3).

Assuming that it scales roughly with Mé/ 2 (Abbot and Switzer, 2011), the geothermal flux
can be extrapolated based on the Earth value (~90 mW m~2; Davies and Davies 2010), yielding
Fyeo = 110 mW m~2. Of course, this estimate holds only because the Earth and Proxima are similar
in age (Bazot et al., 2016). However, tidal heating could also take place. Ribas et al. (2016) showed
that an initial eccentricity would not be damped significantly over the lifetime of the system. They
also argue that, assuming the planet is alone in the system, it would be difficult to excite the orbital
eccentricity above 0.1. This would correspond to an extra tidal heat flux of ~ 70 mW m~2 for a tidal
dissipation ten times lower than Earth. Therefore, for non-synchronous orbits, we arbitrarily set the
geothermal heat flux Fyeo to be equal to 110470 = 180 mW m~2. An upper limit on the tidal heating
can also be derived from observations of Proxima b that put an upper limit of 0.35 on the eccentricity
of the planet (Anglada-Escudé et al., 2016). This configuration produces a tidal dissipation heat flux
of ~ 2.5 W m~2, which is similar to Io (Spencer et al., 2000). Yet, in this case, most of the heat would
probably be extracted through convection processes (e.g., volcanism) instead of conduction, as on Io.
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Figure 3.4: Maximum ice thickness calculated from 4 completely dry GCM simulations made of 2
different atmospheric compositions (1 bar pure CO9 atmosphere, 1 bar No-dominated atmosphere with
376 ppm of CO2) and 2 orbital configurations (synchronous and 3:2 resonance). The maximum ice
thickness is calculated from the basal melting condition derived from the mean surface temperature
from Figure 3.3. The internal heat flux is assumed to be 110 mW m~2 for the synchronous orbit cases
and 180 mW m~? for the asynchronous cases. The global equivalent thickness of ice is 940 m (1 bar
of CO2) and 1650 m (Earth atmosphere) for the synchronous rotation, and 115 m and 490 m for the
3:2 resonance, respectively. The amount of ice calculated from the 1 bar COs simulation is probably
a lower estimate since CO9 would collapse, making the cold points even colder.

Thus only a (unknown) fraction of this flux should be used in Eq.(3.1). We thus decided to use a
geothermal flux of 180 mW m~2 for our baseline scenario, but we note that an order of magnitude
change could be possible.

Figure 3.4 shows the water ice maximum thickness maps derived for our four simulations. After
spatial averaging, this yields maximum equivalent global thicknesses of ice of 940 m and 115 m for the
1 bar pure COg atmosphere (respectively for sync. and async. rotations) and of 1650 m and 490 m
for an Earth-like atmosphere.

On the one hand, very large amounts of ice (up to 61 % of Earth ocean content in the Earth-like
atmosphere config.) can be trapped in the tidally locked case due to the high contrasts of temperature
throughout the surface. This is not an upper limit. Thinner atmospheres (due to COs9 collapse for
example, see section 3.5) could entail much more extreme surface temperature contrasts. Such a
Pluto-like planet could potentially trap tremendous amounts of water in the form of ice.
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On the other hand, much more limited quantities of ice can be trapped in asynchronous simulations
due to both a better heat redistribution and a higher geothermal heat flux. For an eccentricity of 0.35,
the amount of trapped ice would be probably much less than 115 m and 490 m because of the increased
internal heat flux.

We mention that these GCM simulations were performed with a dry atmosphere; the lack of water
vapor, a powerful greenhouse gas, leads to an overestimate of the amount of ice possibly trapped.

Eventually, once the water ice glaciers start to spill, they can possibly melt at their edge, either
on dayside or nightside. It has been shown by Leconte et al. (2013b) that such configuration could be
long lived. We roughly put in Figure 3.1 (hatched region) the range of CO9 and water inventory for
which such scenario would happen. This is an exotic form of habitability.

3.6.2.2 Warm climates: Appearance of lakes

As discussed in Sect. 3.5, if the greenhouse effect of the atmosphere is sufficient, the coldest tempera-
tures at the surface are above the freezing point of water. Although we might intuitively think that
this situation is very different from above, from the point of view of the atmosphere, it is not. The
atmosphere always tends to transport water from the hottest to the coldest regions. The fact that the
cold-trap temperature is above the freezing point is irrelevant as long as there is not enough water at
the surface to redistribute water more rapidly than it is brought in.

Liquid water thus first accumulates around the coldest regions of the planet. Interestingly, on a
synchronous planet, these are located on the night side where no photons are available for photosyn-
thesis. If the spin is non-synchronous, the volatiles would likely first concentrate toward the poles.
This seems to be the case on Titan where methane lakes are mostly seen at high latitudes (Stofan
et al., 2007).

The range of water inventory for which this configuration (liquid water on nightside) may subsist
not only depends on the water inventory but also on the topography. In the case of a tidally locked
planet, the topography features may not be randomly distributed because tidal locking could tend to
favor the alignment of large-scale gravitational anomaly (correlated with topography anomaly) with
the star-planet axis. For instance there is a clear difference between the near side and far side of
the Moon (Zuber et al., 1994), and the deep Sputnik Planum basin on Pluto is located near the
anti-Charon point (Moore et al., 2016). Thus it is conceivable that Proxima b may have its largest
topographic basin either near the substellar point at the anti-stellar point.

Interestingly, as the water inventory grows, the response of the climate (amount of water vapor,
atmospheric temperatures, ...) might be significantly different depending on the topography. Figure 3.5
illustrates qualitatively the fact that, depending on the topographic setup (basin at the substellar point,
basin at the anti-stellar point, or no basin at all, i.e., a quasi-flat configuration), the distribution of
water between the surface and the atmosphere might significantly differ. As significant amounts of
water start to condense at the surface, liquid water would likely spill toward the main topographic
depression of the surface. If this depression is for example located at the substellar point, where
evaporation rates are the highest, the proportion of water in the atmosphere given a fixed total water
inventory would be maximum and definitely much higher than in the extremely opposite case (a basin
at the anti-stellar point).

Therefore, it is important to mention that assessing the proportion of water vapor in the atmosphere
of Proxima b might not be sufficient to get information on the stability and location of surface liquid
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Figure 3.5: Qualitative evolution of the amount of water vapor in the atmosphere as a function of
the total water inventory, assuming a synchronous rotation and a liquid water runoff activated, for
three different scenarios: a quasi-flat topography, a basin at the substellar point, and a basin at the
anti-stellar point. For high pCO», the range of water inventory for which the three scenarios diverge
would flatten on a logarithmic scale because potentially high amount of water could be vaporized.

water, and vice versa, knowing the exact water inventory available on Proxima b would not be totally
relevant to deduce its possible climatic regime.

3.7 Large water reservoir

Despite the large amount of hydrogen that could have escaped within the lifetime of Proxima b, the
quantity of water now available on the planet also depends significantly on its initial water inventory.
As argued by Ribas et al. (2016), if Proxima Centauri b formed beyond the ice line in a similar
fashion to solar system icy satellites, it could still possess enough water to be an aquaplanet, the term
aquaplanet refering here to a planet where water is abundant enough to flow efficiently on a planetary
scale. In practice, in our simulations, this means that the surface acts as an infinite source of water.

In this section, we thus make an attempt at quantifying how much is enough. Then, we discuss
the various climate regimes available to an aquaplanet and point out the main differences with the
dry case.
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3.7.1 Transition from small to large water inventory

The exact water inventory for which Proxima b would transition from a land planet (previous section)
to an aquaplanet (this section) is difficult to define. In particular, the nature of the transition depends
of the amount of greenhouse gas in the atmosphere.

For a low atmospheric greenhouse effect (meaning that ice is stable somewhere on the planet),
there is a bistability between two possible climate regimes around the transition. To understand this
bistability, we introduce a thought experiment in which we consider a planet with two very different
initial conditions:

e Case 1: warm- and/or water-rich-start. We assume that the planet starts with a global ocean,
possibly covered by sea ice wherever cold enough. This experiment has been carried out by Yang
et al. (2014) with a 325m deep ocean. They showed that in such a configuration, winds carry sea
ice toward hot regions and the ocean carries heat toward cold regions, so that an equilibrium can
be found with less than 10 m of sea ice in the coldest regions. They however acknowledge that
the presence of continents could significantly alter this value. Yang et al. (2014) only looked at a
synchronous planet, but the argument remains qualitatively valid for a non-synchronous planet,
even though numerical values will surely change significantly.

Therefore, water content as small as ~ 10?m GEL (and maybe even lower) is sufficient to
maintain aquaplanet conditions. If water were to be removed or the temperature decreased, at
some point, the oceanic transport would shut down and the planet would transition to a dry,
cold regime with glaciers.

e Case 2: cold- and/or water-poor-start. As discussed in the previous section, if the planet started
cold or dry enough, all the water would be trapped in ice caps and glaciers. Now, we demon-
strated earlier that in this state, more than ~ 10>m GEL of ice could be stored this way. If the
water inventory and/or the temperature were to be increased, glaciers would progressively spill
toward hotter regions. This state could resist until the oceanic transport becomes more efficient
than the atmospheric transport. After that, an ocean would accumulate and, in turn, warm the
cold regions, speeding up the transition to the aquaplanet regime.

Therefore, between roughly ~ 10? and 10> m GEL, two distinct climate regimes coexist, depending
on the history of the planet. As both the water inventory and the amount of greenhouse gases play
a role, it is even possible for the planet to undergo hysteresis cycles between the two states. But
the mechanism is rather different from that involved in snowball climates (which will be discussed
later on). Indeed, here, the albedo feedback does not play a major role. What controls the transition
between a water-rich and warm world toward a dry and cold one is now the oceanic transport. We
note that on a non-synchronous planet, the upper limit of 10> m GEL would decrease as the cold traps
are less efficient and at the same time, a smaller global ocean might be needed to efficiently warm the
poles.

For warmer climates (in the sense that ice cannot form at the surface), the transition would happen
whenever water were abundant enough to flow. Topography would thus be the key parameter (see
Sect. 3.6.2.2).

A third situation can occur when the amount of greenhouse gases in the atmosphere is such that
the partial pressure of water vapor at the surface can exceed that of the critical point. Then we expect
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no transition at all as there is no phase transition between liquid and gaseous phase above the critical
point.

Finally, we note that in any case another transition would occur at much higher water contents
(~ 10°~%m GEL) when high pressure ices form.

3.7.2 Necessary conditions to have surface liquid water

Assuming that Proxima b is in the aquaplanet regime, one may wonder what the minimal requirement is
to maintain liquid water stable at the surface. Compared to the limited reservoir case, the requirements
are much less stringent. There are two main reasons for this:

e There is too much water, by definition, for complete cold-trapping to occur. As a result, the
lowest temperature at the surface is rather irrelevant. Instead, only the highest temperature
matters. And it is much easier to have a planet with one region above freezing than a planet
with no region below freezing.

e Because water is readily available for evaporation, the atmosphere, on average, is much closer to
saturation compared to the dry case. As water vapor is a good greenhouse gas, this usually entails
that for a given background atmosphere, the average surface temperature of the aquaplanet is
higher than its dry counterpart. This can sometimes be mitigated by the ice albedo effect,
but this effect is extremely weak around red stars such as Proxima (Joshi and Haberle, 2012),
especially for synchronous spin states.

With that in mind, we performed a suite of aquaplanet simulations with various atmospheric
compositions to assert the likelihood of surface liquid water. The results are shown in Fig. 3.6.

3.7.2.1 Synchronous rotation: Ubiquity of liquid water.

As can be seen on the left column of Figure 3.6, when the planet is synchronously rotating, temper-
atures are always high enough at the substellar point to have liquid water, whatever the atmospheric
content (pure COs9, Earth-like mixture, thin, 0.01 bar atmosphere). This would hold even without a
background atmosphere; in this case, the atmosphere would be composed of water vapor. Indeed,
because the substellar point permanently receives 956 W m =2, it would take a surface bond albedo of
0.67 to cool this region below the freezing point. We recover the "Eyeball Earth" regime (Pierrehum-
bert, 2011) or "Lobster Earth" regime (Hu and Yang, 2014) (when deep ocean circulation is taken into
account).

Starting from there, adding greenhouse gases to the atmosphere only (1) increases the mean sur-
face temperature, (2) increases the size of the liquid water patch, and (3) reduces the temperature
contrast. Eventually, above some threshold (~ 1bar in our simulations), greenhouse is intense enough
to deglaciate the whole planet.

3.7.2.2 Asynchronous rotation

In a non-synchronous spin-state, on the contrary, surface liquid water is not always possible. In fact,
we recover a situation very similar to that on Earth: below some threshold amount of greenhouse
gases, the planet falls into a frozen, snowball state.
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Figure 3.6: Biennal mean surface temperatures of atmospheres made of a variety of 4 cocktails of
Ng and COs for 2 orbital configurations (synchronous and resonance 3:2), assuming planets initially
completely covered by liquid water. Solid lines and dashed lines contours correspond to the location
of permanent and seasonal surface liquid water, respectively.
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The reason for this difference with the synchronous state is that any point at the equator now
receives on average only 1/m of what the substellar point received at any time in the synchronous
configuration. The zero-albedo equilibrium temperature corresponding to this mean flux is ~ 270 K.
Some greenhouse effect is thus necessary to melt the equator, especially when the albedo and circulation
effects are added.

Consequently, four different climate regimes can be reached on such an asynchronous planet, de-
pending on the greenhouse gas content. These are depicted on the right column of Fig. 3.6. From top
to bottom, we have:

1. For high COg pressures (roughly above a few tenths of bar) the planet is covered by an ice-free
ocean. We did not perform our simulations on a fine enough grid to be more precise, but the
limit should be lower than 1 bar (see Fig.3.6).

2. At lower levels of COy (down to ~0.01bar with 1bar Ns) the planet can keep a permanently
unfrozen equatorial belt.

3. For lower greenhouse gas contents, diurnal patches of liquid water lagging behind the substellar
point subsist.

4. For thin enough atmospheres, a completely frozen snowball state ensues.

The 0.01 bar atmosphere (on Figure 3.6, right column) is colder than 1 bar because, first, the
pressure broadening of COs absorption lines by N is drastically reduced; and, second, the absolute
amount of COs in the atmosphere is 100 times lower. Both effects are responsible for the appearance
of an equatorial band of relatively warmer surface temperatures for the 3:2 resonance, 1 bar of Ny
(+ 376ppm of COy) case.

The well known snowball hysteresis could potentially exist between our states 2, 3, and 4, although
the weak ice-albedo feedback around M dwarfs certainly makes it less likely than on Earth (Shields
et al., 2014). A confirmation of this would necessitate numerous additional simulations.

3.7.3 Subsurface oceans?

Whether or not surface liquid water is possible, we now try to assess the possibility of the presence of
a subsurface ocean. Indeed, if Proxima b has been able to keep a large enough water inventory, the
steady release of geothermal heat entails a rise in temperature with depth through the ice cap.

To assess a lower limit, we consider our coldest, and only fully glaciated case (0.01 bar of N2,
376 ppm of CO2 and 3:2 resonance; see Figure 3.6, right bottom corner). Following a similar ap-
proach to section 3.6.2.1, we estimate that a subsurface ocean could exist for water GELs greater than
600 meters (assuming a geothermal heat flux of 180 mW m~2). Any effect warming the surface would
tend to lower this threshold.

Above such water inventories, Proxima b could thus be at least considered a class I1I or IV (if there
is enough water to form high pressure ices) habitable planet (Lammer et al., 2009; Forget, 2013).

3.7.4 Thin atmospheres: Implication for water loss

When considering water loss around planets in the habitable zone of small stars, it is tempting to
disregard water losses occurring after the end of the initial runaway greenhouse phase (which can be
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important, e.g., Ribas et al., 2016). The reason for this is that the tropopause usually acts as an
efficient cold trap. The amount of water vapor available for escape in the upper atmosphere is thus
limited by diffusion (Kasting et al., 1993; Wordsworth and Pierrehumbert, 2013).

However, this conclusion is often based on calculation including a relatively massive, Earth-like
background atmosphere. Because escape may have been very important for Proxima b in the past,
early atmospheric escape may have removed an important fraction of the background atmosphere
(Ribas et al., 2016). It is thus primordial to infer whether a less massive background atmosphere is
still able to shield water vapor from escape once the planet has cooled down.

To that purpose, we performed simulations with an Earth-like atmospheric composition, but a lower
background surface pressure (namely 0.1 and 0.01 bar; bottom panels of Figure 3.6). The substellar
temperature and vapor mixing ratio profiles are shown in Figure 3.7, along with the reference 1 bar
case.

The water vapor mixing ratio increases drastically in the atmosphere when the background pressure
decreases, even at a given pressure level. This results from the fact that: (1) when the surface pressure
decreases, the surface temperature cannot change drastically to remain in radiative equilibrium; (2)
throughout the troposphere, the temperature follows a (moist) adiabat and is thus determined by the
ratio of the local to the surface pressure. At a given pressure level, temperatures in the troposphere thus
increase when the surface pressure decreases; (3) because of the Clausius-Clapeyron law, this increases
the mixing ratio of water vapor throughout the troposphere; and (4) finally, the strong absorption
bands in the near-infrared, i.e., the peak of the stellar spectrum, provide a positive feedback that tend
to humidify the tropopause even more.

Moreover, the water vapor mixing ratio increases globally because it is advected by the large-scale
circulation. As a consequence, hydrogen escape is not limited by the diffusion of water vapor anymore,
even after the runaway phase. Low atmospheric background gas contents may thus lead to increased
rates of hydrogen (and thus water) loss to space.

3.8 Observability

At the time of this study, the existence of planet transits or flares have not been established, which
complicates the search. There is only 1.3% of chance that the inclination of the orbit of Proxima b
produces transits, so we do not consider characterization by transit spectroscopy in this work.

3.8.1 Prospects for direct imaging

Proxima b may be the habitable-zone terrestrial exoplanet offering the best combination of angular
separation and contrast for imaging. The angular separation between the planet and its star varies
from 0 (for a 90° inclination) to 38 mas (0.05 AU at 1.29 pc). The planet/star contrast of a 1.1 Rg
purely Lambertian sphere (surface albedo = 1) at 0.05 AU from Proxima is 2 x 10~7 when seen with a
90° phase angle and approaches 6 x 10~7 as the phase angle approaches 0°. Current instrumentation
using adaptive optics and coronography on 10 m class telescopes (such as SPHERE/VLT, GPI/Gemini)
aims to achieve a contrast of 1075 — 10~7, but with an inner working angle of a few \/D that is not
smaller than 100-200 mas depending on the band (Lawson et al., 2012). Lovis et al. (2017) suggest
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Figure 3.7: Annual mean atmospheric temperature (left) and water vapor (right) vertical profiles of
atmospheres with different total surface pressure (solid black: 1bar; dashed, dark red: 0.1 bar; dotted
red: 0.01bar). The composition of all three atmospheres is Ny with 376 ppm of CO2 and a variable
amount of water vapor. The profiles are shown at the substellar point, but horizontal variations are
fairly small above the 0.1 mbar level due to an efficient transport. Decreasing the surface pressure
increases the water vapor ratio in the upper atmosphere drastically.
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that the detection can actually be achieved with VLT by coupling SPHERE with the future high-
resolution spectrometer ESPRESSO (first light expected in 2017). The idea is to first use SPHERE
to reduce the stellar light by a factor 103 — 10* at 37 mas from Proxima (~ 2 A\/D at 700 nm) and
then to search with ESPRESSO for the Doppler shifted planet signature on the ~ 37 mas-radius
annulus around the star when RV ephemeris predict maximal angular separation. The planet and
stellar signals could indeed be separated thanks to cross-correlations with molecular high-resolution
fingerprints, which could be specific to the planet, such Os, or reflected and Doppler shifted in both
cases by the planetary orbital motion. Such a planet-star disentangling was already achieved for non-
transiting unresolved hot Jupiters with a contrast of ~ 10~* (Brogi et al., 2014). Lovis et al. (2017)
expect a similar efficiency, which on top of the stellar extinction provided by SPHERE would allow
them to reach the ~ 107 contrast of Proxima b.

The combination of contrast and separation that is required to image Proxima b should be achieved
with future larger telescopes such as the E-ELT (39 m) or the TMT (30 m). For the E-ELT, 37 mas
corresponds to 7TA/D at 1 um. At such angular separation, E-ELT instrumentation such as PCS
(Kasper et al., 2013) is planned to achieve contrasts of 1077 — 1078, a performance that is sufficient
to aim to directly characterizing Proxima b.

Following Selsis et al. (2011), we can use GCM simulations to compute disk-integrated fluxes in
the spectral bands of the GCM and for any observing geometry. Figure 3.8 and 3.10 present synthetic
observables at visible-NIR wavelengths obtained with a simulation for an aquaplanet with an Earth-like
atmosphere (1 bar of Ng, 376 ppm of COs, and variable HoO) and a synchronous rotation. Figure 3.8
shows reflection spectra at the spectral resolution of the GCM for different phase angles and the main
bands observable through Earth’s atmosphere. The thickness of the curves indicates the range of
contrast values that is obtained for a given phase angle, depending on the inclination of the system.
For instance, both polar and equatorial observers see the planet with a 90° phase angle but they do
not receive the same spectral irradiance. In Figure 3.8 the radius of the planet is kept constant so the
contrast variation at a given wavelength is only due to the observing geometry. However, the actual
mass of the planet depends on the inclination of the orbit. In Figure 3.10, which shows reflection phase
curves for three different inclinations and four spectral bands, we assumed the following relationship

between radius and inclination of Ry, oc (M/sin)%27.

We can see on these phase curves that low inclinations have the advantage of keeping the full
orbit outside an inner working angle of twice the diffraction limit without losing contrast because of
the increased planetary radius. Of course, for very low inclinations, the planet could no longer be
considered "Earth-like". For instance, if i < 10° (1.5 % of randomly oriented orbits) then the planet
would be at least eight times more massive than the Earth. Small phase angles produce the highest
contrast but imply small angular separations and short wavelengths. For phase angles smaller than
30°, imaging with a 39 m telescope is doable only in bands I and J, but with a contrast larger than
10~7. For phase angles between 60 and 90°, the H and K bands can also be considered but with
contrasts below 1077. Imaging seems out of reach in the L band (3 — 4 um) with a 39 m aperture.
Considering the wavelength dependency of the contrast, the diffraction limit and the fact that adaptive
optics is challenging in the visible, the J band seems to represent a promising opportunity.

Sensitivity should not be an issue to directly detect Proxima b with the E-ELT. We calculated the
exposure duration required to achieve a SNR of 10 per spectral channel with a spectral resolution of
100, assuming that the angular separation would be sufficient for the noise to be dominated by the sky
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Figure 3.8: Reflection spectra computed for the synchronous case with an Earth-like atmosphere.
Each color corresponds to a phase angle (0° meaning that the observer looks at the substellar point
and 90° at a point on the terminator). The thickness of the curve indicates the range of possible values
depending on the actual observing geometry (see text and Fig. 3.9). Straight lines are calculated for
a constant surface albedo of 0.4. Curves are plotted in gray when the angular separation falls below
twice the diffraction limit of the E-ELT (2 x 1.2A/D). These plots are obtained with a fixed planetary
radius of 1.1 Rg. Because these plots do not include the contribution from the thermal emission, the
contrast at 3.5-4 pm is underestimated by a factor of ~ 2.
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Figure 3.9: Observing geometries for spectra computation. Emission and reflection spectra are
presented in this article for phase angles of 15, 30, 60, 90 120, and 150°.
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Figure 3.10: Reflection phase curves computed for the synchronous case with an Earth-like atmo-
sphere for 4 spectral bands falling into the I, J, H K, and L windows. Shadowed areas indicate the
1-sigma variability due to meteorology (mainly changing cloudiness). The dashed curves are calculated
with a constant surface albedo of 0.5, 0.1, and 0.01. Curves are dotted when the planet is inside an
inner working angle of twice the diffraction limit of the E-ELT (2 x 1.22A/D). Contrary to Fig 3.8,
these plots include a dependency of the planetary radius on the inclination of R oc (M / sind)%27.
We note that 60° is the median value for a random distribution of inclinations.
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Figure 3.11: Phase curves and observing geometries. We computed reflected and emitted light curves
for 3 inclinations as follows: 90, 60, and 30° corresponding to subobserver latitude of 0, 30, and 60°,
respectively (as the we assumed a null obliquity). The subobserver latitude is indicated with a red
line. In the Appendix 3.11.2, phase curves are shown only for an inclination of 60° (the median value

for randomly oriented orbits).
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background (continuum + emission lines?) and not Speckle noise. We assumed an overall throughput
of 10%, integrated the background over an Airy disk and used the planetary signal derived from the
GCM simulations for an inclination of 60° and a phase angle of 60°. We obtained integration times of
5 min at 0.76, 1.25, and 2.3 pm, and 30 min at 1.6 pm.

Assuming that adaptive optics would provide sufficient efficiency to reach the required contrast
and angular resolution at such short wavelengths, an O signature could be searched at 0.76 pm. This
would require a high resolution to separate the planet lines from the telluric lines, taking advantage
of the Doppler shift of the two components. Snellen et al. (2015) suggest that a resolution of 100,000
may be necessary for that, which matches that of the planned HIRES instrument®. This would imply
tens of observing nights to reach a SNR of 10 per spectral channel, but previous observations (e.g.,
Snellen et al., 2010; Brogi et al., 2012; Snellen et al., 2014) have shown that a several o detection of
a high-resolution signature by cross-correlation can be achieved with a much lower SNR per channel
(< 1) and hence a much shorter integration time. Snellen et al. (2015) estimated that it could be
doable in ten hours with the instrument IFU/E-ELT.

At 3 pm, the maximum angular separation of 37 mas corresponds to twice the diffraction limit of
a 39 m aperture. Above this wavelength, imaging Proxima b requires larger apertures and the Earth
atmosphere (absorption and emission) becomes a major obstacle. The planet/star contrast at thermal
wavelengths can, however, be orders of magnitude higher than the contrast produced by reflected
wavelengths. The Earth/Sun contrast reaches ~ 5 x 10~7 at 10-12 gm, but Proxima is a star ~ 1000
times dimmer than the Sun while its planet b could emit about the same as Earth. Contrast values
of up to ~ 5-107% could thus be expected. In addition, thermal wavelengths provide a unique way
to constrain atmospheric properties (temperature mapping at different pressure levels, day-night heat
redistribution, greenhouse effect, detection of IR absorbers such as HoO, COq9, O3, and CHy). For this
reason, space telescopes using IR nulling interferometry have been considered in the past (Darwin,
TPF-I) and will certainly have to be reassessed in the future as one of the main ways to characterize
the atmosphere and climate of terrestial planets in nearby systems. In this context, we computed mid-
IR spectra (Figure 3.12) and thermal phase curves (Figure 3.13) obtained with the same simulation
used to produce short wavelength observables.

The phase curves we obtain are rather flat except in the 8-12 ym atmospheric window where the
dayside emits significantly more than the nightside. Because the flux received by the planet is rather
low, the updraft of clouds and humidity on the dayside remains moderate and restricted within a small
region around the substellar point. For this reason we do not find that most of the cooling occurs on
the nightside as found by Yang et al. (2013), Gomez-Leal et al. (2012), or Bolmont et al. (2016b) for
planets with an Earth-like irradiation.

Considering the history of the planet, and in particular its hot past, an Farth-like atmosphere may
not be the most relevant case to address observation prospects. In the Appendix 3.11.2 we present
spectra and phase curves obtained with different compositions and rotations. As the planet could
have experienced a fate similar to Venus (Ingersoll, 1969), we also present reflection spectra and phase
curves for a Venus-like atmosphere (Lebonnois et al., 2015), including sulphur-bearing aerosols known
to produce a high albedo at visible wavelength, and then exposed to the irradiance of Proxima at the

*We used the ESO documentation for the background: http://www.eso.org/sci/facilities/eelt/science/drm/
tech_data/background/

3Documentation for E-ELT instruments HIRES and IFU can be found at https://www.eso.org/sci/facilities/
eelt/docs/


http://www.eso.org/sci/facilities/eelt/science/drm/tech_data/background/
http://www.eso.org/sci/facilities/eelt/science/drm/tech_data/background/
https://www.eso.org/sci/facilities/eelt/docs/
https://www.eso.org/sci/facilities/eelt/docs/
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Figure 3.12: Emission spectra computed for the synchronous case with an Earth-like atmosphere.
Fach color corresponds to a phase angle. The thickness of the curves indicate the variability associated
with inclination. Dashed lines are calculated for a planet with no atmosphere with a constant surface
albedo of 0.2. These plots are obtained with a fixed planetary radius of 1.1 Rg, whatever the inclination
of the orbit.
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Figure 3.13: Emission phase curves computed for the synchronous case with an Earth-like atmo-
sphere, for 4 spectral bands used in the GCM. Gray areas indicate the 1-sigma variability due to
meteorology (mainly changing cloudiness). Dashed curves are calculated for a planet with no atmo-
sphere with a constant surface albedo of 0.2. Contrary to fig 3.12, these plots include a dependency
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orbital distance of Proxima b.

3.8.2 Prospects with James Webb Space Telescope

Obsgerving the modulation due to thermal phase curves does not require a transit and has been achieved
by photometry in the case of both transiting and non-transiting hot Jupiters (Crossfield et al., 2010).
Although very challenging, in particular because of star variability, this observation can be attempted
with James Webb Space Telescope (JWST). The planet-star contrast in the mid-IR can reach 10~*
but only the amplitude of the modulation can be detected. This amplitude depends strongly on
the thickness of the atmosphere as shown by the phase curves presented in the Appendix 3.11.2.
Dense atmospheres lower the day-night temperature contrast and therefore produce rather flat light
curves and modulation below 107 in contrast. On the other hand, planets with no or a tenuous
atmosphere (< 10 mbar) produce contrast amplitudes of 107>—10~% in the wavelength range 8 —15 um.
Fig 3.14 shows the amplitude of the contrast modulation for a planet with no atmosphere, in radiative
equilibrium, and for two inclinations. The modulation decreases with the inclination but this decrease
is compensated by the increase of the mass and thus the radius. One can see that 1 hr exposure
with the JWST at R=10 facilitates beating the stellar photon noise above 6 um. According to Belu
et al. (2011), the total noise is usually within 2-3 times the stellar photon noise for wavelengths below
15 pm; above this limit the thermal emission from the telescope dramatically degrades the observations.
Detecting these modulations with JWST would be extremely challenging because of stellar variability
and flares. But flux variations are smaller in the infrared and the orbital period and ephemeris of the
planet are known, which considerably helps planning short exposure over several orbits, in particular
near the peak at superior conjunction. Measuring a modulation would point to planets with no dense
atmosphere such as Mercury or Mars. In theory, measurement at different wavelengths could be used
to find atmospheric signatures (Selsis et al., 2011), constrain the radius, albedo, and inclination of the
planet (Maurin et al., 2012) as well as its rotation (Selsis et al., 2013).

3.9 Discussions

The modeling work performed here to explore the possible climates and observability of Proxima b
remains speculative. Major surprises in the composition of the atmosphere or the nature of the planet
cannot be discarded. Within the known uncertainties, we can list the following points:

1. The luminosity of Proxima Centauri is not perfectly known: Using interferometry with
two VLT telescopes, Demory et al. (2009) measured the radius of Proxima Centauri and its
effective temperature and found R=0.141 £ 0.007 Ry and Tepp = 3098 4 56 K, which yields a
bolometric luminosity of 0.00165 4 0.00012 L. In this study we used a value of 0.0017 L, while
Anglada-Escudé et al. (2016) give 0.00155 L as a median value that is derived from Boyajian
et al. (2012). Both values are within the uncertainty of Demory et al. (2009) and Boyajian et al.
(2012). Although changing the actual bolometric flux received by Proxima b would slightly alter
surface and atmosphere temperatures found for a given atmospheric composition, this discrep-
ancy does qualitatively not impact our results. Changing the actual bolometric flux received by
Proxima b would of course alter the detailed relationship between atmospheric pressure and tem-
perature. Considering the importance of this system, the community should agree on a standard
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Figure 3.14: Observability of the photometric modulation due to thermal phase curves with JWST.
The amplitude of the modulation is calculated for a planet with no atmosphere and a Bond albedo of
0.2 and with a radius that scales with the inclination as R oc (M/sini)%27. The noise is computed for
a 1 hr exposure, a spectral resolution of 10, and the collecting area of the JWST (25 m?).
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and calibrated irradiance spectrum of Proxima to be used for climate and habitability studies.

2. The amount of background gas: Some simulations in this work included background Ng
while others did not. It would require dedicated absorption coefficients to perform all the GCM
simulations with a fixed No partial pressure. Moreover, we have bad constraints on the amount of
background gas available on the planet because of, first, uncertainties on the mass of Proxima b
and, second, the possibility that the background gas was lost to space as a result of the high
XUV flux of Proxima Centauri (Ribas et al., 2016).

3. The convection scheme: It should be kept in mind that models like Yang et al. (2013) find
higher albedos in the substellar area owing to a different convection scheme and possibly different
cloud parametrizations. As Proxima b is moderately irradiated, this discrepancy might not be
as important as for the near-inner edge cases studied by Yang et al. (2013).

4. The oceanic circulation: We recall that our results in the aquaplanet regime neglected the
effect of oceanic transport. This is an important era of future improvement, although it adds
several new unconstrained ingredients, such as the presence and location of continents.

5. Climate retroactions: We assumed in this study that the amount of volatiles (HoO, COo,
and Ng) should be uncorrelated and therefore that each configuration of volatile inventory could
be achievable by Proxima b. In fact, climate retroactions such as the carbonate-silicate cycle
(Walker et al., 1981) could favor some of these configurations by linking the amount of carbon
dioxide and water.

3.10 Conclusions

In this study, we explored the possible climates of Proxima Centauri b for a wide range of volatile
inventories of water, carbon dioxide, and nitrogen. It appears from our results that the habitability of
the planet is possible for a very broad range of atmospheric pressures and compositions, as shown by
the size of the blue regions in Figure 3.1.

In a nutshell, the presence of surface liquid water requires either a large surface inventory of water
(a global ocean able to resupply HoO to the dayside by deep circulation) or an atmosphere with a
strong enough greenhouse effect that increases surface temperatures above the freezing point of water
everywhere.

Apart from receiving the necessary insolation, this study tells us that the key ingredient to the
habitability of a planet is the retention of all volatiles, such as water, of course, but also non-condensible
gases (with a greenhouse effect or not) to warm surface cold traps. Ribas et al. (2016) showed that
it is possible that the planet lost large amounts of water. However, this work shows that even with
extremely low amounts of water (a few 1072 Earth ocean content for the synchronous case and less
than 10~ for the asynchronous case), there are COs pressures that allow surface liquid water.

More generally, these conclusions are not restricted to the case of Proxima b. In fact, any low-
obliquity planet within the classical habitable zone of its star should be in one of the climate regimes
discussed here, although the limits between the various regimes would shift quantitatively with the
planet parameters (e.g., the insolation).
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Prospects for direct imaging with E-ELT are extremely promising: the star-planet separation
reaches 9.5 \/D at 760 nm (wavelength of the Oy band) with a contrast of 0.9 — 5 x 10~7 (depending
on atmospheric and surface composition, and planetary radius) and 3.6 A/D at 2 um with a contrast of
1077—1078. J band (1.1-1.4 pm) offers a fine trade-off in terms of separation, contrast, and constraints
on adaptive optics. The brightness of the planet should allow high-resolution spectroscopy and the
search for a variety of molecular signatures, including Og, HoO, COs9, and CHy.

Thermal phase curve modulations are observable - in theory - with JWST, with a contrast of ~ 107
at 10 pm but will be challenging because of stellar variability. More accurate mid-IR spectroscopy
would probably require space-based interferometry. Most of our knowledge on planetary atmospheres
and habitability come from the study of Venus, Mars, and Earth. Proxima b could potentially be the
fourth terrestrial planet to confront all that we know on these domains.
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3.11 Appendix

3.11.1 Computation of maximal ice thickness before basal melting

Because the ice thermal conductivity can vary substantially with temperature according to the relation
Nice(T)=A/T with A=651 W m~! (Petrenko and Whitworth, 2002), the temperature profile inside an
ice layer in equilibrium follows an exponential law from which we derive a maximum thickness h{ 2%

1ce
before melting (Abbot and Switzer, 2011),

A Tinelt
pruax . — In ( e > 3.2
e F, geo Tsurt ( )

where Figeo is the internal heat flux and Ti,e; is the melting temperature of ice at the base of the
glacier. For pressure lower than 100 bar (ice thickness lower than ~ 1 km), The1¢ is roughly constant
and equal to 273 K. However, this assumption does not work for higher pressures. Thus, we use the
following parametrization for the melting curve of ice (Wagner et al., 1994):

T 73
1—0.626 x 1051 — <>
( Tref )
T 21.2
+0.197135 x 10° (1 — () ) ]
Tref

where Tir and Per are the temperature and pressure of the triple point of water.

Using the relation h{p?™ = P‘“elfifgs‘“f and following a similar approach to Leconte et al. (2013b),

we can solve the system of equatiolrcles (3.2, 3.3) implicitly (and numerically) and find the thickness at

Pmelt (T) = ref

which melting occurs at the base of the glaciers.

3.11.2 Spectra and phase curves

We present here synthetic spectra and phase curves obtained with some of the GCM simulations.
Reflected and emitted spectra are obtained as in Fig. 3.8 and Fig. 3.12, respectively. Reflection and
thermal phase curves are computed as in Fig. 3.10 and Fig. 3.13, respectively, for a 60° inclination
and a radius R= (M, / sin 60°)%27 = 1.11 Rg. Color codes for phase angles and wavelengths are the
same as for figures in the main text.

To describe each different type of observables (reflected spectra, reflected lightcurves, thermal
spectra, and thermal lightcurves), we start from dry cases with tenuous atmosphere, which exhibit the
most simple features, and progress toward dense and humid atmospheres that combine more effects,
including clouds.

3.11.2.1 Reflected spectra

Reflected spectra are shaped by Rayleigh scattering from the gas, Mie scattering from clouds, molecular
absorption features, and surface reflectivity.

- Dry case, Earth-like atmosphere (Fig. 3.17): We can see the decrease of the albedo with increasing
wavelengths in the UV-visible domain due to the combination of Rayleigh scattering and the constant
surface albedo of 0.2. CO3 absorption features can be seen at 1.9 and 2.6-2.7 ym. The rotation mode
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of the planet does not affect the observables.

- Dry case, 1 bar of CO4 (Fig. 3.18): same as above with more and deeper CO; features.

- Aquaplanet, mainly frozen, 10 mbar of Ny; 376 ppm of COs (Fig. 3.19): Rayleigh scattering is
negligible and the only atmospheric features are the HoO bands. The drop of albedo between 1 and
1.5 pm is produced by the wavelength-dependent reflectivity of ice included in the model (Fig. 3.2).
This drop is attenuated in the synchronized case because the dayside is partly covered by liquid water
(Fig 3.6) whose reflectivity is constant with wavelength (~ 7%) and has a value close to that of ice in
the infrared (~ 5%). For this reason, the overall albedo is also higher for the 3:2 rotation, the surface
being mostly covered by ice.

- Aquaplanet, mainly frozen, 1 bar of Ng; 376 ppm of CO2 (Fig. 3.20): In addition to the features
described in the previous case, this configuration also exhibits signatures of the larger water vapor
content due to higher temperatures: deeper HoO absorption bands and a larger spatial and temporal
variability due to meteorology. In synchronous rotation, the Rayleigh slope can be seen but not in the
non-synchronous case because the albedo of the icy surface dominates over the albedo due to Rayleigh
scattering.

- Aquaplanet, 1 bar of CO9 (Fig. 3.21): This case exhibits the strongest molecular absorptions due to
large columns of both CO5 and water vapor. The low albedo of the liquid water surface reveals the
atmospheric Rayleigh slope at wavelength lower than 600 nm. The spectrum of the synchronous case
is very sensitive to the observing geometry for a given phase angle. As seen in Fig 3.16, this is due
to the concentration of clouds at low latitude and eastward of the substellar point in the synchronous
case, while the 3:2 case has very uniform cloud coverage.

3.11.2.2 Reflected phase curves

Departures between the observed phase curve and phase curve produced by a sphere with uniform
surface albedo are due to longitudinal variations of reflectivity on the dayside, which, in our cases,
can be due to cloud coverage or change in the nature of the surface (liquid versus icy).

- Dry case, Earth-like atmosphere (Fig. 3.23): The lightcurves are those expected for a sphere with a
uniform albedo. As the atmosphere is very transparent at visible-NIR wavelengths, the value of this
albedo is 0.2 (the wavelength-independent value attributed to the dry surface in the model) for all
the bands except the one in the UV (cyan) that exhibits a higher albedo from Rayleigh scattering.

- Dry case, 1 bar of CO2 (Fig. 3.24): same as above, except for the 1.6 (green) and 1.25 pm (red)
bands that are attenuated by COq absorption.

- Aquaplanet, mainly frozen, 10 mbar of Ny; 376 ppm of CO, (Fig. 3.25): We note again the overall
decrease of albedo with increasing wavelength (a property of ice). While the phase curves of the
asynchronous case present no longitudinal change of reflectivity, the phase curves of the synchronous
case show a flattening at opposition at wavelength below 1.3 pm, which is due to the different albedo
of ice and liquid water. This decrease in albedo at small phase angles is therefore a signature of the
"eye ball" configuration that is observable here because the atmosphere and cloud cover are thin
enough to give access to the surface reflectivity.

- Aquaplanet, mainly frozen, 1 bar of Ng; 376 ppm of CO (Fig. 3.26): The "eye ball" signature of the
synchronous case is still noticeable at wavelengths not absorbed by water vapor and not dominated
by Rayleigh scattering, so typically between 0.5 and 0.8 pm. Clouds reduce the signature without
hiding it completely as they cover the dayside ocean (see Fig. 3.15) only partially and because their
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albedo is still lower than that of ice at these wavelengths. Because thick clouds tend to accumulate
eastward of the substellar point, the phase curves are asymmetric except at UV wavelengths that
are backscattered above the clouds. In the asynchronous case clouds are uniformly distributed in
longitude and do not produce significant asymmetry.

- Aquaplanet, 1 bar of COy (Fig. 3.27): Both the synchronous and asynchronous cases exhibit
a high variability due to meteorology, which is a result of high temperatures and strong water
cycle. The visible and NIR phase curves of the synchronous case are very asymmetric. The
reason is the same as in the previous case but with a sharper transition in cloudiness with a clear
sky west of the substellar point and a dense cloud patch east of the substellar point, as seen on Fig. 3.16.

3.11.2.3 Emission spectra

Thermal emission spectra are influenced by the temperature distribution at the surface at wavelengths
where the atmosphere is transparent and by the thermal structure of the atmosphere at other
wavelengths. In theory, emission spectra are also shaped by the surface emissivity but in our model
it is fixed to unity in most cases.

- Dry case, Earth-like atmosphere (Fig. 3.29): In the synchronous case, the spectra are similar to
those of sphere in radiative equilibrium except in the CO2 band, which is emitted by a horizontally
uniform layer of the upper atmosphere. At high phase angle and long wavelengths, differences from
the sphere in radiative equilibrium appear owing to the transport of heat toward the nightside that
contributes to the emission. In 3:2 rotation, the spectra are similar but more sensitive to the observing
geometry at a given phase angle as the surface temperature map is no longer symmetric relative to
the substellar point.

- Dry case, 1 bar of COy (Fig. 3.30): In addition to the 15 pum band, high pressure COy features
including the hot bands at 9.5 and 11 pm and a CIA feature between 6.5 and 8 um. These absorption
features probe uniform high-altitude atmospheric layers and do not depend on the subobserver
position, while windows probe the surface and exhibit a dependency on the observing geometry
(synchronous) and variability (3:2).

- Aquaplanet, mainly frozen, 10 mbar of Ny; 376 ppm of CO4 (Fig. 3.31): The spectra are featureless
except for a shallow HoO signature at 6-7 um in the synchronous case. They depart from the spectra
of a sphere in radiative equilibrium, in particular at long wavelengths, as the surface temperature
does not drop below 200 K (synchronous) and 150 K (3:2) thanks to a redistribution of latent heat.
- Aquaplanet, mainly frozen, 1 bar of Ny; 376 ppm of COs (Fig. 3.32): The spectra are similar to
a present FEarth spectrum, without the O3z band and with shallower water vapor absorption due to
lower temperatures.

- Aquaplanet, 1 bar of COqy (Fig. 3.33): There are no difference between the synchronous and 3:2
cases. All atmospheric windows are closed by either COy or HoO absorption and the emerging
spectrum come from different but horizontally uniform layers.

3.11.2.4 Thermal phase curves

Emission light curves are controlled by the temperature longitudinal distribution at the surface if the
atmosphere is transparent in the observed band or at the emitting atmospheric layer otherwise.
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- Dry case, Earth-like atmosphere (Fig. 3.34): In both cases, the 15 um COg band is emitted from a
uniform high altitude layer, which produces a flat phase curve. In the synchronous case, other bands
exhibit phase curves that are similar to those of an airless planet except at high phase angle and long
wavelengths, where the warming of the nightside by atmospheric circulation flattens the curves. In
the 3:2 case, the flattening is more pronounced and is associated with a lag as surface temperature
peaks in the afternoon.

- Dry case, 1 bar of COs (Fig. 3.35): similar to the dry Earth case except that the 6.7 ym band is
flattened due CO2 CIA absorption.

- Aquaplanet, mainly frozen, 10 mbar of Ng; 376 ppm of COqy (Fig. 3.36): Here, the 15 um COq
band is no longer opaque and exhibits the same behavior as the other bands. Compared with the
previous case, and despite a more tenuous atmosphere, phase curves are more flattened because of
the additional redistribution of latent heat (and the relatively high surface thermal inertia for the
asynchronous case).

- Aquaplanet, mainly frozen, 1 bar of Ny; 376 ppm of COy (Fig. 3.37): Efficient zonal heat redistribu-
tion flattens all the phase curves in the 3:2 case. In the synchronous case, the 11 and 7.7 pm bands
coming from either surface or clouds show an increase at small phase angle with some asymmetry
owing to the patch of clouds eastward of the substellar point (see Fig. 3.15. The 6.7 ym band emitted
in the troposphere is flat with a slight decrease due to the clouds as well. The 15 and 24 pm bands
are flat and not affected by clouds, emerging from higher levels.

- Aquaplanet, 1 bar of CO2 (Fig. 3.38): There are no difference between the synchronous and 3:2
cases. All atmospheric windows are closed by either CO2 or HoO absorption and the emission comes
from different but horizontally uniform layers. This produces flat light curves at different brightness
temperatures with some shallow attenuation by the clouds at the most transparent wavelengths (11
and 7.7 pm).
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Figure 3.15: Cloud maps for an aquaplanet with an Earth-like atmospheric composition (1 bar of
No, 376 ppm of COs). Left : synchronous rotation. Right : 3:2 spin-orbit resonance. In both cases,
longitude is given relative to the substellar point. Colors indicate the fractional cloud cover, averaged
over 2 orbits.
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Figure 3.16: Cloud maps for an aquaplanet with a 1 bar COsy atmosphere.
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Figure 3.17: Reflection spectra computed for a dry planet with an Earth-like atmosphere in syn-
chronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.18: Reflection spectra computed for a dry planet with a 1 bar COs-dominated atmosphere
in synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.19: Reflection spectra computed for an aquaplanet with a 10 mbar No-dominated (+ 376ppm
of CO3) atmosphere in synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.20: Reflection spectra computed for an aquaplanet with an Earth-like atmosphere in syn-
chronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.21: Reflection spectra computed for an aquaplanet with a 1 bar COs-dominated atmosphere
in synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.22: Reflection spectra computed for a dry planet with a Venus-like atmosphere (including
aerosols).
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Figure 3.23: Reflection phase curves computed for a dry planet with an Earth-like atmosphere in
synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.24: Reflection phase curves computed for a dry planet with a 1 bar CO2-dominated atmo-
sphere in synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.25: Reflection phase curves computed for an aquaplanet with a 10 mbar Ns-dominated
(4 376ppm of CO,) atmosphere in synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.26: Reflection phase curves computed for an aquaplanet with an Earth-like atmosphere in
synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.27: Reflection phase curves computed for an aquaplanet with a 1 bar COs-dominated
atmosphere in synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.28: Reflection phase curves computed for a dry planet with a Venus-like atmosphere (in-

cluding aerosols).
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Figure 3.29: Emission spectra computed for a dry planet with an Earth-like atmosphere in syn-

chronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.30: Emission spectra computed for a dry planet with a 1 bar COs-dominated atmosphere

in synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.31: Emission spectra computed for an aquaplanet with a 10 mbar Ny-dominated (+ 376ppm
of CO3) atmosphere in synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.32: Emission spectra computed for an aquaplanet with an Earth-like atmosphere in syn-

chronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.33: Emission spectra computed for an aquaplanet with a 1 bar CO2-dominated atmosphere
in synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.34: Emission phase curves computed for a dry planet with an Earth-like atmosphere in
synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.35: Emission phase curves computed for a dry planet with a 1 bar COs-dominated atmo-
sphere in synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.36: Emission phase curves computed for an aquaplanet with a 10 mbar Ns-dominated
(4 376ppm of COy) atmosphere in synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.37: Emission phase curves computed for an aquaplanet with an Earth-like atmosphere in
synchronous rotation (left) and 3:2 spin-orbit resonance (right).
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Figure 3.38: Emission phase curves
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4.1 Preamble

In May 2016, Michael Gillon and his colleagues announced the discovery of a planetary system called
TRAPPIST-1 made of at least 3 temperate, Earth-sized planets (Gillon et al., 2016). This system is
amazing because it provides us with the best "Earth-like" planets (i.e. both Earth-sized and temperate)
to target with the forthcoming James Webb Space Telescope. To date, the innermost planet of the
system TRAPPIST-1b is our best chance - through atmospheric characterization - to get some insight
- directly and indirectly - on the fate, evolution and potentially habitability of Earth-sized planets
orbiting M stars.

A few months later!, T was included in the team and was in charge of assessing the possible climates
and more specifically the potential habitability of newly discovered planets of the system. For this
reason, I co-authored two papers (Gillon et al., 2017; Luger et al., 2017b) (e.g. the discovery papers of
the five outer planets of the TRAPPIST-1 system) for which I performed the first 1-D numerical climate
simulations of the TRAPPIST-1 planets. With TRAPPIST-1, the future is promising. TRAPPIST-
le, f and g are the first potentially habitable planets (e.g. located inside the Habitable Zone of their
star) that can be amenable to atmospheric characterization using the method of transit spectroscopy,
with the James Webb Space Telescope. This is truely a revolution!

Following these discovery papers, my contribution was twofold. First, using my 1-D climate
simulations of the TRAPPIST-1 planets, I was able to derive constraints on the density of the
TRAPPIST-1 planets (Grimm et al., 2018). This work is described in the next section. Then,
using 3-D Global Climate simulations, I explored all the variety of climates that all the outer-
most planets of the TRAPPIST-1 system could potentially harbour. This work is described in the
following sections and is based on a paper published in Astronomy & Astrophysics in Mai 2018.
The full reference is: Martin Turbet, Emeline Bolmont, Jeremy Leconte, Francois Forget, Franck
Selsis, Gabriel Tobie, Anthony Caldas, Joseph Naar, and Michael Gillon, Modeling climate di-
versity, tidal dynamics and the fate of volatiles on TRAPPIST-1 planets, A&A, 2018
(http://adsabs.harvard.edu/abs/2018A%26A...612A. .86T).

4.2 Transit Timing Variations in the TRAPPIST-1 system and con-
straints on the planet densities

TRAPPIST-1 is a planetary system of at least 7 transiting planets. The transit method measures the
radii of the planets, but not their masses. Yet, we can learn a lot from knowing simultaneously the
radius and the mass of a planet. In particular, we can calculate the density of the planet and thus get
insights on its bulk composition.

Fortunately, there is a way to collect information on the masses of TRAPPIST-1, through the
method of Transit Timing Variations (TTV). The TRAPPIST-1 system is in fact so compact? that
the seven planets strongly and mutually interact with each others through gravitational forces. These
gravitational interactions produce tiny changes in the orbit of the planets. In particular, this translates

'To be exact, this was on Thursday November 10th 2016. I can remember it because this was the day of my birthday.
I acknowledge that this was a pretty nice gift!

2As an illustration, the 7 TRAPPIST-1 planets are located within the orbit of Mercury, the innermost planet of the
Solar System.
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into variations of the orbital periods of the planets - compared to the standard Keplerian orbit? - that
can be detected through precise timings of the transits of the planets. With a continuous monitoring
of TRAPPIST-1 light curve with 10 different astronomical observatories (ground or space-based), we
accumulated nearly 300 individual transits of the TRAPPIST-1 planets and were able to derive the
Transit Timing Variations (T'TV) for the 7 planets of the system. Based on Monte Carlo Markov
Chain (MCMC) approach, Grimm et al. (2018) explores the range of parameters (mass, eccentricity,
and all the other unconstrained orbital parameters) that match the best the TTV. The results are
presented in the mass-radius diagram shown in Figure 4.1.

The results are striking. In average, the density of the TRAPPIST-1 planets appear significantly
lower than that of the Earth. The most natural explanation for these low densities is that TRAPPIST-
1 planets may be composed of large quantities of water (gaseous, solid or liquid), because water is
the most dominant of the volatile, low density species. Yet, this is such an important discovery (the
first Earth-sized planets in the Habitable Zone of their star that possess water in abundance!!!) that
we must be extremely careful when interpreting the measured density of TRAPPIST-1 planets. First,
the uncertainties on the derived masses are still large; but hopefully they will decrease in the future
thanks to the accumulation of TTV data. Second, there might be some systematic errors in mass
or radius measurements that could introduce biases in density estimates. For example, it has been
reported that stellar contamination could be responsible for an overestimation of the planetary radii
of TRAPPIST-1 planets (Rackham et al., 2018). Eventually, the low density of the planets could be
due to the presence of extended, low density atmospheres. I evaluated this possibility in Grimm et al.
(2018), following the procedure described below.

To estimate the thickness of the atmospheres of these planets allowed by their observed densities,
I computed 1-D cloud-free numerical climate simulations with the LMD-Generic Model to simulate
the vertical temperature profiles of the seven TRAPPIST-1 planets. For this, I assume atmospheric
compositions that range from pure Ha, Ho-CHy, Ho-H50 to pure CO2. CHy and HoO volume molecular
mixing ratios are arbitrarily fixed to 5x10™% and 1x1073, respectively, to match solar abundances in C
and O (Asplund et al., 2009). Figure 4.2 shows the temperature profiles calculated for TRAPPIST-1b
for the various atmospheric compositions.

Then, with the help of my colleagues Anthony Caldas and Jeremy Leconte, we calculated the
atmospheric thickness required to match the measured transit radii. For each planet, atmospheric
composition, and a wide range of surface pressures (from 10 mbar to 103 bar), we decomposed the
thermal structure of the atmosphere into 500 log-spaced layers in altitude coordinates. Surface radius
and gravity are calculated assuming a core composition of Fe/Mg = 0.75 and Mg/Si= 1.028. We
estimate the transit radii of the planets, as measured by Spitzer in the 4.5um IRAC band, solving
radiative transfer equations including molecular absorption, Rayleigh scattering, and various other
sources of continuua, i.e. Collision Induced Absorptions (CIA) and/or far line wing broadening, when
needed and available. Radiative transfer equations are solved through the 500 layers in spherical
geometry - using the input from my 1-D numerical climate simulations - by my colleagues Anthony
Caldas and Jeremy Leconte to determine the effective transit radius of a given configuration in the
Spitzer band. A fit was found when the surface pressure resides at the nominal transit radius of the
Spitzer observations, and thus corresponds to the maximum surface pressure. It is maximal in the

3The third law of Kepler dictates that an isolated planet rotates around its host star with a period T2 = G“;{i a?

)
with a the semi major axis, G the gravitational constant and M, the mass of the host star
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Figure 4.1: Mass-radius diagram for the TRAPPIST-1 planets, Earth, and Venus. Curves trace
idealised compositions of rocky and water-rich interiors (surface temperature fixed to 200 K). Median
values are highlighted by a black dot. Coloured contours correspond to significance levels of 68% and
95% for each planet. The interiors are calculated with model IT of Dorn et al. (2017). Rocky interiors
are composed of Fe, Si, Mg, and O, assuming different bulk ratios of Fe/Mg and Mg/Si. U1T7 refers
to Unterborn et al. (2018). Equilibrium temperatures for each planet are indicated by the coloured
contours. Adapted from Grimm et al. (2018).
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sense that any reservoir of volatiles at the surface would yield a higher core radius, and reduce the
mass of the atmosphere needed to match the observed radius.

Given the density constraints and a standard core composition (Unterborn et al., 2018), planets b,
¢, d, e, f and h cannot accommodate Ho-dominated atmospheres thicker than a few bar (see Table 4 in
Grimm et al. 2018). Considering the expected intense atmospheric escape around TRAPPIST-1 (Bol-
mont et al., 2017), the lifetime of such atmospheres would be very limited, making this scenario rather
unlikely. This is actually supported by transit spectroscopy with HST suggesting that TRAPPIST-1
planets should not have a cloud/haze free Ho-dominated atmosphere (De Wit et al., 2016; de Wit
et al., 2018).

For atmospheres with a higher mean molecular weight, the inferred pressures are too large for a
perfect gas approximation (i.e. a more detailed equation of state would be needed). Assuming that
the mass of the atmosphere is much lower than the planetary core, the surface pressure Pgys can be
estimated by integrating the hydrostatic equation, which yields:

Rcore RCOI‘G
Paust = Piransit €x ( 1- ) 4.1
surf transit p ( Rtransit> H ( )
where H = —*L_ is the mean atmospheric scale height, Piransit the pressure at the transit radius,

Hmug
Reore the radius at the solid surface, T the surface temperature, p the mean molecular weight, k is

the Boltzmann constant, and my the mass of the hydrogen atom. This relation demonstrates that
the surface pressure increases exponentially with T ; and is why, at the low temperatures expected for
the planets beyond d, it is difficult to explain the observed radii with an enriched atmosphere above
a bare core without unrealistically large quantities of gas. For the colder, low density planets (f, g,
and h), explaining the radius with only a COgy atmosphere is difficult due to the small pressure scale
height and the fact that CO2 should inevitably collapse on the surface beyond the orbit of planet g
(Turbet et al., 2018a).

Planet b however, is located beyond the runaway greenhouse limit for tidally locked planets (Kop-
parapu et al., 2016; Turbet et al., 2018a) and could potentially reach - with a thick water vapour
atmosphere - a surface temperature up to 2000 K (Kopparapu et al., 2013). Assuming more realistic
mean temperatures of 750-1500 K, the above estimate yields pressures on the order of 10'-10* bar,
which would explain its relatively low density (assuming Pirangis = 20 millibar).

Because outer planets of the TRAPPIST-1 system have in average a low density, and that this
low density can hardly be explained by the presence of a light, extended atmosphere, the most likely
scenario is that these planets could be enriched in various types of volatiles (HoO, CO9, CHy4, NH3,
etc.) in solid, liquid and/or gaseous form. This scenario is discussed extensively in the following
sections.

4.3 Abstract of "Modeling climate diversity, tidal dynamics and the
fate of volatiles on TRAPPIST-1 planets"

TRAPPIST-1 planets are invaluable for the study of comparative planetary science outside our Solar
System and possibly habitability. Both Time Transit Variations (TTV) of the planets and the compact,
resonant architecture of the system suggest that TRAPPIST-1 planets could be endowed with various
volatiles today. First, we derive from N-body simulations possible planetary evolution scenarios, and
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Figure 4.2: Temperature vertical profiles of TRAPPIST-1b calculated with the 1-D numerical climate
model, for various atmospheric compositions: Hs-CHy, Hao-H2O and pure COs. The surface pressure
is arbitrarily fixed here to 10 bar.
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show that all the planets are likely in synchronous rotation. We then use a versatile 3-D Global
Climate Model (GCM) to explore the possible climates of cool planets around cool stars, with a focus
on the TRAPPIST-1 system. We look at the conditions required for cool planets to prevent possible
volatile species to be lost permanently by surface condensation, irreversible burying or photochemical
destruction. We also explore the resilience of the same volatiles (when in condensed phase) to a
runaway greenhouse process. We find that background atmospheres made of No, CO or O are rather
resistant to atmospheric collapse. However, even if TRAPPIST-1 planets were able to sustain a thick
background atmosphere by surviving early X/EUV radiation and stellar wind atmospheric erosion,
it is difficult for them to accumulate significant greenhouse gases like COy, CHy or NHs. COg can
easily condense on the permanent nightside, forming COs ice glaciers that would flow toward the
substellar region. A complete COs ice surface cover is theoretically possible on TRAPPIST-1g and h
only, but CO2 ices should be gravitationally unstable and get buried beneath the water ice shell in
geologically short timescales. Given TRAPPIST-1 planets large EUV irradiation (at least ~ 103 x
Titan’s flux), CH4 and NHjs are photodissociated rapidly and are thus hard to accumulate in the
atmosphere. Photochemical hazes could then sedimentate and form a surface layer of tholins that
would progressively thicken over the age of the TRAPPIST-1 system. Regarding habitability, we
confirm that a few bar of COo would suffice to warm the surface of TRAPPIST-1f and g above
the melting point of water. We also show that TRAPPIST-1e is a remarkable candidate for surface
habitability. If the planet is today synchronous and abundant in water, then it should very likely
sustain surface liquid water at least in the substellar region, whatever the atmosphere considered.

4.4 Introduction

TRAPPIST-1 planets recently discovered by Gillon et al. (2016, 2017) are the closest known transiting
temperate Earth-sized exoplanets. The TRAPPIST-1 system hosts at least seven planets that are
similar in size (from ~ 0.72 to ~ 1.13Rg) and irradiation (from ~ 0.14 to ~ 4.3Sg) to Solar System
rocky planets. Considering that the parent star TRAPPIST-1 is an ultra-cool (Teg = 2550 K), low-
mass (M, = 0.09 My) star, the planets of the system should have potentially followed evolutionary
pathways very different from what the Solar System planets experienced. They are therefore invaluable
probes for comparative planetary science and habitability.

In a first approach, we can speculate on what TRAPPIST-1 planets might look like by comparing
their size and irradiation with Solar System planets. TRAPPIST-1b (0.64 Smiercury) and TRAPPIST-
1c (1.19 Syenys) might be airless planets like Mercury, or endowed with a thick atmosphere like Venus.
TRAPPIST-1d (1.14 Sg) is located near the inner edge of the Habitable Zone, traditionally defined
as the range of orbital distances within which a planet can possibly maintain liquid water on its
surface (Kasting et al., 1993; Kopparapu et al., 2013). Its capacity to host surface oceans, assuming
an Earth-like atmosphere and water content, should depend on 1) its rotation mode and 2) subtle
cloud albedo feedbacks (Yang et al., 2013; Kopparapu et al., 2016). TRAPPIST-1e (0.66 Sg) lies at
the right distance to maintain surface liquid water if enough water is available and the atmosphere
suitable. TRAPPIST-1f (0.89 Sniars) and TRAPPIST-1g (0.60 Sprars), being slightly bigger than Mars,
could have retained a thick COg atmosphere and thus conditions potentially similar to Early Mars for
a long period of time. Eventually, TRAPPIST-1h (0.30 Snfars, 12 Stitan / Enceladus) could look like a
warm CHy/No-rich Titan-like planet, or a Snowball icy-moon-like planet.
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However, TRAPPIST-1 planets formed and evolved in a very different environment from our Solar
System planets. At any rate, each of the seven planets may potentially all be airless today, as a result
of the star extreme X/EUV irradiation (Wheatley et al., 2017; Bourrier et al., 2017) and stellar wind
through history that could have blown away their atmosphere (Airapetian et al., 2017; Dong et al.,
2017; Garcia-Sage et al., 2017; Dong et al., 2018a). Moreover, during the first hundreds of million
years following their formation, while TRAPPIST-1 was a pre-main-sequence star and its luminosity
significantly higher, each of the seven planets could have faced a runaway phase where the most
condensable volatiles (e.g. water) would have been vaporized, and exposed to atmospheric escape. As
much as several Earth ocean hydrogen content could have been lost in the process (Bolmont et al.,
2017; Bourrier et al., 2017). The remaining oxygen could have therefore potentially built up in the
atmosphere of the seven TRAPPIST-1 planets (Luger and Barnes, 2015).

Transit-timing variations (TTVs) measurements of TRAPPIST-1 planets (Gillon et al., 2017; Wang
et al., 2017) suggest that planet bulk densities are compatible with terrestrial or volatile-rich compo-
sition. The latter possibility, and the fact that TRAPPIST-1 planets are in a near-resonant chain,
suggest that the planets could have formed far from their star and migrated afterward to their current
position. The planets may thus have been formed near or beyond the snowline and could have remained
enriched in volatiles until now, despite a potentially massive early atmospheric escape (Bolmont et al.,
2017). Uncertainties on the masses derived from TTVs are still affected by significant uncertainties
but TTVs will eventually provide robust constraints on the density and volatile content.

Transit spectroscopy with the Hubble Space Telescope (HST) has been done on the two innermost
planets, and suggest that they do not have a cloud/haze free Ha-dominated atmosphere (De Wit
et al., 2016). This is somehow consistent with the fact that primordial Hy enveloppes would have been
exposed to efficient atmospheric escape on the small TRAPPIST-1 planets. At any rate, TRAPPIST-
1 planets could still harbor a large variety of atmospheres, such as thick HoO, COq, No, O or CHy
dominated atmospheres (see the review by Forget and Leconte 2014). In any case, each of these seven
planets should be amenable to further characterization by the James Webb Space Telescope (JWST)
as early as 2019 (Barstow and Irwin, 2016; Morley et al., 2017).

The goal of the present study is to explore in more details the possible climates of temperate-to-cold
planets orbiting synchronously around cool stars in general, with a focus on the TRAPPIST-1 system
(e,f,g,h). The constraints that we derive on their possible atmospheres could serve as a guideline
to prepare future observations with JWST. We explore in this work the conditions required for the
coldest TRAPPIST-1 planets to prevent possible volatile species from atmospheric collapse, escape, or
photodissociation. TRAPPIST-1 is a particular system where even weakly irradiated planets should
likely be tidally locked. On synchronously rotating planets, the surface temperature of the cold points
can be extremely low, making the different volatile species (No, CHy, COq, etc.) highly sensitive to
nightside trapping and potentially atmospheric collapse.

Conversely, we explore the stability of the same volatile species in the condensed phase (either icy
or liquid) and on the surface, either on the dayside or the nightside. This condition, widely known for
water as the runaway greenhouse limit, is extended here to other molecular species.

Because these processes (runaway and collapse) are 3-D on a synchronous planet, the most suited
tools to explore them are 3D Global Climate Models (GCM).

In Section 4.5, we describe our 3D Global Climate Model, and more generally the physical pa-
rameterizations adopted in this work. In Section 4.6 we discuss the effect of tides on the rotation of
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Parameter Tb Tc Td Te Tt Tg Th Unit
R, 1.09%  1.06* 0.77* 092 1.05* 1.13° 0.75° R
M, 0.85*  1.38¢ 0.41* 0.62* 0.68* 1.34* (.38 (arb.) Mg

9p 7.07 12.14 6.75 7.22 6.11 10.34 6.6 (arb.) m s~ 2
Semi-major axis 0.011* 0.015* 0.021* 0.028* 0.037* 0.045% 0.060° au

Sp 4.25%  2.27%  1.143% 0.662% 0.382% 0.258% 0.165° Sa

Sp 5806 3101 1561 904 522 352 225 W m—2
Spin-orbit resonance 1:1

Period 1.51* 242  4.05* 6.10* 9.21¢ 12.35% 18.76° Earth days
Q, 482  3.00 180 119  0.790  0.589 0.388 107° rad s~ !
Obliquity 0 ©
Eccentricity 0

Table 4.1: Adopted planetary characteristics of TRAPPIST-1 planets for climate simulations. Most
of the values derive from Gillon et al. (2017)® and Luger et al. (2017b)®. Note that mass estimates
are all compatible (at less than 1 o) with the TTV analysis of Wang et al. (2017) that included both
Spitzer (Gillon et al., 2017) and K2 (Luger et al., 2017b) transits.

TRAPPIST-1 planets. In the next sections, we explore the possible climates that can be expected on
the four outer TRAPPIST-1 planets assuming that they are tidally locked and endowed with various
volatiles: We discuss in Section 4.7 the ability of the three outer TRAPPIST-1 planets to sustain an
atmosphere of background gases (Ng, CO or O3). Then, we explore whether we should expect oxidized
COg-dominated atmosphere (in Section 4.8) or reduced CHy-dominated atmosphere (in Section 4.9).
Eventually, we derive in Section 4.10 all the implications for the habitability of TRAPPIST-1 planets.

4.5 Method - the LMD Generic Global Climate Model

The LMD Generic Model is a full 3-Dimensions Global Climate Model (GCM) that initially derives
from the LMDz Earth (Hourdin et al., 2006) and Mars (Forget et al., 1999) GCMSs. Since then, it has
been extensively used to study a broad range of (exo)planetary atmospheres (Wordsworth et al., 2011;
Forget et al., 2013; Wordsworth et al., 2013; Charnay et al., 2013; Leconte et al., 2013a,b; Wordsworth
et al., 2015; Charnay et al., 2015a,b; Bolmont et al., 2016a; Turbet et al., 2016, 2017a,b).

Simulation input parameters include the observed characteristics of TRAPPIST-1 planets (Gillon
et al., 2017; Luger et al., 2017b), as summarized in Table 4.1. All simulations were performed assuming
a circular orbit, a choice motivated by the small value of the maximum eccentricities derived from the
stability of the system (Gillon et al., 2017; Luger et al., 2017b). Even for a non circular orbit, the orbital
period is sufficiently small that the eccentricity should probably be quite high to significantly impact
the climate of synchronous planets (see Bolmont et al. 2016a for their 10~* Leyn case). We assumed
that each of the planets is in synchronous rotation with 0° obliquity, as supported by calculations
presented in Section 4.6.

The numerical simulations presented in this paper were all carried out at a horizontal resolution of
64 x 48 (e.g., 5.6 ° x 3.8°) in longitude x latitude. In all the simulations, the dynamical time step is set
to 90 s. The physical parameterizations and the radiative transfer are calculated every 15 min and 1 h,
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respectively. Subgrid-scale dynamical processes (turbulent mixing and convection) were parameterized
as in Forget et al. (2013) and Wordsworth et al. (2013). The planetary boundary layer was accounted
for by the Mellor and Yamada (1982) and Galperin et al. (1988) time-dependent 2.5-level closure
scheme, and complemented by a convective adjustment which rapidly mixes the atmosphere in the
case of unstable temperature profiles. A filter is applied at high latitude to deal with the singularity in
the grid at the pole (Forget et al., 1999). In the vertical direction, the model is composed of 26 distinct
atmospheric layers that were built using hybrid o coordinates and 18 soil layers. These 18 layers are
designed to represent either a rocky ground (thermal inertia Lo = 1000 J m~2 K~! sfé), an icy
ground (Iice = 2000 J m=2 K1 sfé) or an ocean (Iocean = 20000 J m~2 K1 573 to take into account
the efficient vertical mixing in the first tens of meter of the ocean, as previously done in Leconte
et al. 2013a and Charnay et al. 2013) depending on the assumed surface. Since all the simulations
were carried out for a synchronous rotation, thermal inertia should only affect the variability of the
atmosphere. Oceanic heat transport is not included in this study.

The GCM includes an up-to-date generalized radiative transfer that takes into account the ab-
sorption and scattering by the atmosphere, the clouds and the surface from visible to far-infrared
wavelengths, as described in Wordsworth et al. (2011). The radiative transfer is performed here for
variable gaseous atmospheric compositions made of various cocktails of COs, CHy, No and HoO, us-
ing the correlated-k method (Fu and Liou, 1992; Eymet et al., 2016). Molecular absorption lines were
taken from HITRAN 2012 (Rothman et al., 2013). Sublorentzian profiles (Perrin and Hartmann, 1989;
Campargue et al., 2012), Collision Induced Absorptions (Gruszka and Borysow, 1997; Baranov et al.,
2004; Wordsworth et al., 2010a; Richard et al., 2012) and various other continua (Gruszka and Bo-
rysow, 1997; Clough et al., 2005; Richard et al., 2012) were properly included in the calculations when
needed. For the computation, we used between 32 and 38 spectral bands in the thermal infrared and
between 36 and 41 spectral bands in the visible domain, depending on the atmospheric composition
considered. 16 non-regularly spaced grid points were used for the g-space integration, where g is the
cumulative distribution function of the absorption data for each band. We used a two-stream scheme
(Toon et al., 1989) to take into account the scattering effects of the atmosphere and the clouds, using
the method of Hansen and Travis (1974).

The emission spectrum of TRAPPIST-1 was computed using the synthetic BT-Settl spectrum?
(Rajpurohit et al., 2013) assuming a temperature of 2500 K, a surface gravity of 10> m s=2 and a
metallicity of 0 dex.

The GCM directly computes the wavelength-dependent albedo of water ice / snow from a simplified
albedo spectral law of ice / snow, calibrated to get ice / snow bolometric albedo of 0.55 around a Sun-
like star, as in Turbet et al. (2016). Around TRAPPIST-1, we calculate that the average bolometric
albedo for water ice / snow is ~ 0.21. Around an ultra-cool star like TRAPPIST-1, the bolometric
albedo of water ice / snow is drastically reduced (Joshi and Haberle, 2012; von Paris et al., 2013b;
Shields et al., 2013) due to the shape of its reflectance spectrum (Warren and Wiscombe, 1980; Warren,
1984).

Melting, freezing, condensation, evaporation, sublimation, and precipitation of HoO are included
in the model. Water vapor is treated as a variable species in most of our simulations. This means
that relative water vapor humidity is let free, but is always limited to 100% by our moist convective
adjustment scheme. Similarly, we take into account the possible condensation/sublimation of COq
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in the atmosphere (and on the surface) when needed but not the radiative effect of CO3 ice clouds
because their scattering greenhouse effect (Forget and Pierrechumbert, 1997) should be low around cool
stars like TRAPPIST-1 (Kitzmann, 2017) and limited by partial cloud coverage (Forget et al., 2013).
The effect of latent heat is properly taken into account when HyO and/or COq condense, evaporate
or sublimate.

CO2 and H5O cloud particle sizes are determined from the amount of condensed material and the
number density of cloud condensation nuclei [CCN]. The latter parameter was taken to be constant
everywhere in the atmosphere, and equal to 108 kg=! for liquid water clouds, 104 kg™! for water ice
clouds (Leconte et al., 2013a) and 10° kg~! for CO5 ice clouds (Forget et al., 2013). Ice particles and
liquid droplets are sedimented following a Stokes law described in Rossow (1978). HyO precipitation
is computed with the scheme from Boucher et al. (1995), with precipitation evaporation also taken
into account.

All the numerical climate simulations were run long enough (up to 30 Earth years) to reach equi-
librium. Simulations that lead to unstable COq surface collapse were stopped when the rate of COs
surface condensation reached a positive constant, as in Turbet et al. (2017b).

Note that more details on the LMD Generic model can be found in Forget et al. (1999); Wordsworth
et al. (2011); Forget et al. (2013); Wordsworth et al. (2013); Charnay et al. (2013); Leconte et al.
(2013a); Turbet et al. (2016) and Turbet et al. (2017a).

4.6 Effect of tides on TRAPPIST-1 planets

All observed TRAPPIST-1 planets are inside an orbital distance of 0.06 au. As a comparison, Mercury
orbits at ~ 0.4 au from the Sun. For such close-in planets, tidal interactions are expected to be strong
and influence the orbital and rotational dynamics of the system.

We use here a standard equilibrium tide model (Mignard, 1979; Hut, 1981; Eggleton et al., 1998;
Bolmont et al., 2011) to estimate the tidal evolution of the system. We combine an approach based
on evolution timescale calculations and N-body simulations of the system using Mercury-T (Bolmont
et al., 2015).

Mercury-T is a N-body code, which computes the orbital and rotational evolution of multi-planet
systems taking into account tidal forces and their resulting torques (in the equilibrium tide framework),
the correction for general relativity and the rotational flattening forces and torques. From this code,
the evolution of the orbital parameters can be calculated (such as semi-major axis, eccentricity and
inclination) as well as the rotation of the different bodies (i.e., the rotation period and obliquity of the
planets). This code has previously been used to study the orbital dynamics of close-in and/or compact
and/or near-resonant systems such as 55-Cnc (Bolmont et al., 2013), Kepler-62 (Bolmont et al., 2015)
and Kepler-186 (Bolmont et al., 2014), and is now used here for the TRAPPIST-1 system.

4.6.1 Tidal dissipation and orders of magnitude

Simple order of magnitude calculations allow us to determine that the tide raised by the planets in
the star is a priori negligible for this system today. Even considering a relatively high dissipation for
a purely convective body (i.e., the dissipation of a hot Jupiter as estimated by Hansen 2010), we find
semi-major axis and eccentricity evolution timescales of 10% Myr and 5 x 107 Myr respectively. Note
that the dissipation is a measure of how fast the system is tidally evolving: the higher the dissipation,
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the faster the evolution. The age of TRAPPIST-1 has recently been estimated to be between 5 and
10 Gyr (Luger et al., 2017b; Burgasser and Mamajek, 2017). The evolution timescales for semi-major
axis and eccentricity are thus consistent with Bolmont et al. (2011), which showed that the stellar-tide
driven evolution around low mass stars and brown dwarfs was negligible for ages superior to ~ 100 Myr
due to the decrease of the stellar radius.

The system therefore principally evolves due to the gravitational tide raised by the star in the
planets (the planetary tide). The planetary tide mainly acts to decrease the obliquity of the planet,
synchronize the rotation and on longer timescales decrease the eccentricity and semi-major axis.
The dissipation in the planets depends on their internal structure and thermal state (Henning and
Hurford, 2014), as well as on the extension of the external fluid envelop (presence of surficial liquids -
water ocean, magma ocean - and of a massive atmosphere) (e.g. Dermott, 1979; Remus et al., 2015).
On Earth, the dissipation is dominated by the dynamical response of the ocean and friction processes
along the costline and to a lesser extent to interactions with seafloor topography in deep ocean
(Egbert and Ray, 2000, 2003; Williams et al., 2014). Dissipation on the Earth is highly dependent on
the continent configuration and is therefore expected to significantly change on geological timescale
as a consequence of tectonic plate motion (e.g. Poliakow, 2005; Williams et al., 2014). The Earth’s
dissipation is close to its highest value right now, and could have varied by a factor of almost ten
during the last 200 Myr (Poliakow, 2005).

In order to take into account the huge uncertainties in the dissipation factors of exoplanets (for
which we do not know the internal structure), we consider various dissipation factors for the planets
(from 0.1 to 10 times the dissipation of the Earth). The lowest value we consider here is roughly one
order of magnitude larger than the dissipation estimated in Saturn (Lainey et al., 2017), representative
of planets dominated by tidal response of a massive fluid envelop. The highest value is close to the
maximal possible value and would be representative of very hot planets dominated by fluid-solid fric-
tion. There is no example in the Solar system of such a dissipative object. Even the highly dissipative
Jupiter’s moon Io (Lainey et al., 2009) has a dissipation function smaller than this extreme value,
which is comparable to the Earth’s value (even if the dissipation process is very different). However,
we could envision that Earth-sized bodies with a dissipation process comparable to that of Io could
reach such a highly dissipative state. The tidal dissipation is also sensitive to the forcing frequency
(e.g. Sotin et al., 2009; Henning and Hurford, 2014), and therefore to the distance from the star. For
simplicity, we ignore this effect here and consider constant dissipation functions, independently of the
distance from the star and the size of the planet, which is sufficient at first order to provide some
typical tendencies.

Considering the dissipation for the planets of the system to be a tenth of the dissipation of the Earth
(Neron de Surgy and Laskar, 1997; Williams et al., 2014), comparable to the dissipation in Mars for
instance (Yoder et al., 2003; Bills et al., 2005), we find evolution timescales for the rotation to range
from 10~* Myr for TRAPPIST-1b to 7 Myr for TRAPPIST-1h. For the obliquity, the evolution
timescales range from 10732 Myr for planet-b to 80 Myr for planet-h. Given the estimated age of the
system, all planets are thus expected to have a small obliquity and to be near synchronization.

In the tidal framework we use here, the rotation of the planets tend to pseudo-synchronization if the
orbit is not circular. However, Makarov and Efroimsky (2013) showed that considering a more physical
rheology for the planet rather lead to a succession of spin-orbit resonance captures as the eccentricity
of the planet decreases. We discuss the possibility of capture in spin-orbit resonant configuration in
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Parameter Ti-b Tl-c T1-d T1-e T1-f Tl-g T1-h Unit
op = 0.1og

ecc mean (x1073) 0.70  0.50 1.8 2.5 3.2 1.5 1.3

diqmean 0.73 0.020 5.3x10~% 3.0x1073 <107% <107 <107® W m™?
op = log

ecc mean (x1073) 0.56  0.37 1.8 2.3 3.0 1.4 1.3

O jqmean 4.0 0.085  0.040 0.019 20x107% <107* <107® Wm™?
op = 100g

ecc mean (x1073) 0.56  0.37 1.7 2.3 3.0 1.4 1.2

®qmean 40.  0.80 0.34 0.12 0020 <1073 <107* Wm™?

Table 4.2: Mean eccentricities and tidal heat fluxes for TRAPPIST-1 planets coming from dynamical
simulations of the system, for different tidal dissipation factors: from 0.1 to 10 times the Earth’s value
(taken from Neron de Surgy and Laskar, 1997).

the following section.

4.6.2 Should we expect TRAPPIST-1 planets to be all tidally locked?

With such short period orbits, it is often assumed that bodily tides have spun-down the planets to
the spin-orbit synchronous resonance in a relatively short time. However, it is now known that some
other processes can sometimes act to avoid the synchronous state. We will thus briefly review these
processes. However, it appears that around such a low mass star, none of them is strong enough to
counteract bodily tides so that all TRAPPIST-1 planets are probably in a synchronous-rotation state.

Indeed, one of the possibility for planets on an eccentric orbit is the capture into a higher order
spin-orbit resonance (Goldreich and Peale, 1966). However, as discussed by Ribas et al. (2016) for
the case of Proxima Centauri b, around a low mass star, the question is whether the dissipative tidal
torque exerted by the star on the planet is strong enough to avoid the capture into resonance (which
is permited by the non-axisymetric deformation of the planet). We use the methods detailed in the
section 4.6 of Ribas et al. (2016) to calculate the probability of spin-orbit resonance capture of the
planets of TRAPPIST-1. This method relies on comparing the tidal torque and the triaxiality torque,
which depend strongly on eccentricity. The lower the eccentricity, the lower the spin-orbit resonance
capture probability. For the capture to be possible, the eccentricity of a given planet in the system
would need to be roughly above 0.01. The capture probability becomes greater than 10% only for
an eccentricity greater than 0.03. However, simulations of the dynamics of the system accounting for
tides and planet-planet interactions (see below) seem to show that such eccentricities are on the very
high end of the possible scenarios. The spin orbit capture is thus seen as rather improbable in such a
compact system.

The other possibility is that thermal tides in the atmosphere can create a strong enough torque
to balance the stellar tidal torque on the mantle, as is expected to be the case on Venus (Leconte
et al., 2015; Auclair-Desrotour et al., 2017b). For this process to be efficient, the planet must be close
enough from the star so that tides in general are able to affect the planetary spin, but far enough so
that bodily tides are not strong enough to overpower atmospheric tides. In a system around such a
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Figure 4.3: Eccentricity (top panels) and tidal heat flux (bottom panels) for the three inner planets of
TRAPPIST-1 for different tidal dissipation factors (different colors): from 0.1 to 10 times the Earth’s
value (taken from Neron de Surgy and Laskar, 1997). Stars indicate the mean values.
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Figure 4.4: Same than Figure 4.3 but for the four outer planets.
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low-mass star, this zone rests well beyond the position of the seven discovered planets (see Fig 3 of
Leconte et al. 2015). Atmospheric tides are thus unable to affect the spin of the planet significantly.

4.6.3 Tidal N-body simulations

We then performed N-body simulations using Mercury-T (Bolmont et al., 2015) to compute the com-
plete evolution of the system, taking into account tides, general relativity and the rotational flattening
of the different rotating bodies. We explored the dissipation factors range discussed above (from 0.1
to 10 times the dissipation of the Earth). Figures 4.3 and 4.4 show the evolution of the eccentricity
and resulting tidal heat flux for the different planets of TRAPPIST-1 and for the different dissipation
factors. Table 4.2 summarizes the mean values of eccentricities and tidal heat fluxes for all the plan-
ets. Due to computation time considerations, simulations corresponding to a dissipation of 0.01 Earth
dissipation and lower did not reach equilibrium. In the state of equilibrium, one should observe the
following trend: the higher the tidal dissipation, the lower the equilibrium eccentricity, but the higher
the tidal heat flux (see Bolmont et al. 2013 where this was discussed for 55 Cancri).

The initial state of our simulations corresponds to the orbital state of the system determined in
Gillon et al. (2017) for planets b to g, and we used Luger et al. (2017b) for the orbital parameters of
planet h. As the evolution timescales of rotation and obliquity are small compared to the estimated
age of the system, we considered the planets to be initially in synchronization and with a very small
obliquity. We considered two sets of initial eccentricities: all eccentricities at 107 and the eccentricities
derived from TTVs of Gillon et al. (2017).

All simulations display the same behavior: after a short initial phase of eccentricity excitation, all
excentricities decrease on a timescale depending on the dissipation factor, to reach a mean equilibrium
value. This equilibrium value is the result of the competition between tidal damping and planet-planet
excitations (e.g. Bolmont et al., 2013) and the eccentricity oscillates around it. The eccentricities
corresponding to the equilibrium value are all relatively small as they are inferior to 10~2 for planets b
and ¢, and inferior to 1072 for planets d to h. The equilibrium value depends slightly on the dissipation
factor of the planets: the higher the dissipation factor, the smaller the eccentricity. Note that such
small eccentricities would have no effect on the climate (e.g., Bolmont et al. 2016a), that is why we
assumed circular orbits for all planets in the climate simulations performed in this study.

The same kind of behavior can be seen for the obliquity of the planets: they assume an equilibrium
value, result of the competition between tidal damping and planet-planet excitations. The equilibrium
values are very small. For instance, the obliquities of the planets are smaller than 1°, which is why
here we also assumed a zero obliquity for all planets.

Estimates of internal heat fluxes

Due to planet-planet interactions, the eccentricities and obliquities of the planets are not zero. This
means that the planets are constantly submitted to a changing potential and constantly being de-
formed. This implies that the planets get tidally heated.

Our simulations with Mercury-T allow us to derive a possible state of the system and the cor-
responding tidal heat flux for all planets (see Fig 4.5). We find that the equilibrium eccentricity is
enough to create a significant heat flux for the inner planets. For instance, assuming the tidal dissipa-
tion of the Earth for all the TRAPPIST-1 planets, we find that the eccentricity of planet b varies from
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Figure 4.5: Tidal heat flux map (in W m~2) as a function of semi-major axis (X axis) and eccentricity
(Y axis) for planets with the Earth mass and radius. The dissipation efficiency is assumed to be one
tenth of the Earth one to account for the dissipation in the mantle only. The tidal flux scales linearly
with this parameter. But one has to keep in mind that this value can easily change by orders of
magnitude with the internal structure of each planet. This map should thus serve as a rough guide
only.
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~ 8x 1075 to 1.5 x 1073, with a mean value at 6 x 10™%. These eccentricities lead to a tidal heat flux
which varies from ~ 0.02 W m~2 to ~ 25 W m~2, with a mean value at ~ 4 W m~2. Table 4.2 shows
mean values for the tidal heat flux for all the planets, for different scenarios of dissipation. Figures 4.3
and 4.4 show a snapshot of the evolution of the eccentricity and tidal heat flux over 1 Myr for each
planet and for 3 different tidal dissipation factors.

We warn the readers that the mechanism of electromagnetic induction heating recently proposed
by Kislyakova et al. (2017) should have a negligible contribution to the surface heat flux. We calculate
from Kislyakova et al. (2017) (Table 1) that the induction heating should not produce more than 8,
19, 8, 0.6, 0.2, 0.08 and 0.03 mW m~2 for TRAPPIST-1b, c, d, e, f, g and h, respectively.

For the four outer planets of the TRAPPIST-1 system, the mean tidal heat fluxes derived from N-
body calculations are lower than 0.09 W m~2, which corresponds roughly to the Earth mean geothermal
heat flux (Davies and Davies, 2010). Therefore, tidal heat flux is expected to play a minor role on the
climate of these planets. It could nonetheless contribute significantly to:

1. the surface temperature of the cold traps, and hence to the atmospheric condensation of back-
ground gas (like Ny).

2. the maximum amount of the various sort of volatiles that could be trapped on the cold points
of the planets.

3. the maximum depth of a subsurface liquid water ocean (Luger et al., 2017b).
4. more generally, the internal structure and the orbital dynamics of the planets.

The two first effects are explored in the next sections.

4.7 Could TRAPPIST-1 planets be airless planets?

Leaving aside the case of Ha/He-rich atmospheres, we focus here specifically on the case of the next
three most volatile species: No, CO and Oq, because they are the best compromise between volatility
(see Figure 4.6) and abundance. The cases of CO2 and CHy, which are significantly less volatile, are
discussed later on in Sections 4.8 and 4.9, respectively. The main goal of this section is to assess
the necessary conditions for the three outer TRAPPIST-1 planets to sustain a global, background
atmosphere (i.e. a rather transparent atmosphere that can ensure the transport of heat and the
pressure broadening of absorption lines of greenhouse gases). Background gases are essential because
they can prevent the more volatile species such as CO2 or NHj from collapsing on the nightside.

We assume for now that the surface is covered by water (liquid or icy) because it is expected to be
the most abundant volatile, as well as the less dense (this is a key element for planetary differentiation)
and most condensable (see Figure 4.6).

We refer the reader to the review by Forget and Leconte (2014) (and the references therein) for
more information on possible sources and sinks of these volatile species.

4.7.1 Can a global atmosphere avoid atmospheric collapse?

To begin, we assume that the three outer TRAPPIST-1 planets initially start with an atmosphere. On
synchronously rotating planets, the nightside surface temperature can be so low that the atmosphere
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Figure 4.6: Equilibrium vapor pressures as a function of temperature for 9 different species (where
experimental data are available) that could be abundant on TRAPPIST-1 planets. Solid black lines
where superimposed to indicate the equilibrium temperatures of TRAPPIST-1e,f,g and h (assuming
a surface albedo of 0.2). Stars indicate the positions of the triple points. These curves were adapted
from Fray and Schmitt (2009).
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Figure 4.7: Maps of surface temperatures (averaged over 50 Earth days) for TRAPPIST-1f, g and h,
assuming initially cold, water ice covered frozen planets, endowed with a pure N9 atmosphere (with
H50 as a variable gas) at 3 different surface pressure (10 millibar, 100 millibar, 1 bar). Blue colored
label indicates the mininum temperature reached by the coldest point of the planet throughout the
entire simulation. As a reminder, for partial pressures of 10 millibar (resp. 100 millibar and 1bar),
Ny is expected to collapse at 53K (resp. 62K and 79K), CO at 56K (resp. 66K and 83K), and Oq
at 61K (resp. 72K and 87K). The geothermal heat flux is not taken into account, but the coldest
temperatures found in these cases a posteriori show that it can be neglected.

itself starts to condense on the surface. We look for the minimal atmospheric pressure necessary to
prevent them from atmospheric collapse, a configuration for which all the volatiles are permanently
frozen on the nightside.

For this, we performed several simulations of TRAPPIST-1f, g and h planets (surface albedo fixed
to 0.2 corresponding to a water ice surface around TRAPPIST-1, or coincidentally to a rocky surface)
endowed with a pure Ny atmosphere (with HoO as a variable species) for various atmospheric pressures
(from 1 bar down to 10 millibar). Surface temperature maps corresponding to these experiments are
shown in Figure 4.7.

We find that a pure Ny atmosphere (with HoO as a variable gas) is quite resistant to atmospheric
collapse for each of the three TRAPPIST-1 (fgh) outer planets. A collapse would be expected for
Ny partial pressure (pNs) slightly lower than 10 millibar, and this value should hold for each of the
3 planets notwithstanding their various levels of irradiation. Our simulations indicate in fact (see
Fig 4.7) that if TRAPPIST-1h is always globally colder than TRAPPIST-1g (which is globally colder
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than planet f), it is not necessarily the case for the temperature of their cold points. TRAPPIST-1f,
g and h planets have rotation periods ~ 10! Earth days and they lie thus near the transition between
slow and fast rotating regimes (Edson et al., 2011; Carone et al., 2015, 2016). They should be in one
of these two regimes and could potentially be in both, depending on the initial forcing (Edson et al.,
2011). Since the temperature of the cold points is critically dependant on the circulation regime (see
Carone et al. 2016, their Figure 1,2,3), it is difficult to assess which of these 3 TRAPPIST-1 planets
should be more sensitive to atmospheric collapse.

In the same fashion than Ng, CO and Og are rather transparent in the infrared region of the
surface thermal emission (between 10 and 100 microns, here) and have a similar molar mass than Ny
(between 28 and 32 g mol~1). We can then safely extend our results for No to CO and Oz-dominated
atmospheres. These two gases are slightly more condensable gas and are thus expected to collapse for
atmospheric pressure slightly higher than 10 millibar (see the legend of Figure 4.7). These results could
be tested in future studies with models that would properly take into account the radiative properties
of a CO or Os-dominated atmosphere, and that would explore the sensitivity of these results to the
assumption made on the surface composition (water, rock, etc).

More generally, note that as the dominant gas becomes less and less volatile, building up an
atmosphere becomes more and more complicated due to atmospheric collapse. At any rate, such
collapse would trigger a positive feedback, because as the atmosphere condenses, the heat redistribution
would become less efficient, leading to even more condensation. This would drive the planets to a
complete and irreversible atmospheric collapse.

4.7.2 How much volatile can be trapped on the nightside of an airless planet?

Conversely, we suppose now that the planets initially start without a global atmosphere, which could
have been blown away during the early active phase of TRAPPIST-1. In this configuration, all the
volatiles (accreted, outgassed, or residual from the initial collapse) are expected to accumulate on the
cold side of the planet. We calculate here the maximum amount of volatiles that could be trapped in
ice caps before a global atmosphere would be (re)formed.

The nightside surface temperature Ty on an airless tidally locked planet is determined by the
geothermal heat flux Fgeo of the planet:

PN

F,
Tnight = < ieo) . (42)

For geothermal heat flux of 500 mW m~2 (corresponding to planets with strong tidal dissipation in
their interior) (resp. 50 mW m~2), we get a nightside surface temperature of 50 K (resp. 30 K). The
temperature at the base of the nightside ice cap (e.g. the temperature below the volatiles) depends
on the geothermal heat flux Fyeo and the nightside surface temperature Thign. When the ice cap is
full (e.g. when ices start to convert into liquids), the temperature at the base of the nightside ice cap
should be close (always higher, though) to that of the triple point. The triple point temperature is
equal to 63K for Ny, 68K for CO, and 55K for Os.

At these temperatures that are slightly warmer than those expected at the surface of Pluto (Forget
et al., 2017), the viscosity of ices can be rather low. For instance, we estimate from Umurhan et al.
(2017) (Equation 7) that the viscosity of Ny ice at 45 K (resp. 52 and 60 K) should be roughly
1.6x10'° Pa s (resp. 8x10% and 7x107 Pa s). With this condition in mind, it is not clear whether the
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Figure 4.8: Maximum nightside thickness of various types of ice (N3, CO, Oz, CHy4 and COs) -
assuming that it is limited by basal melting - as a function of the geothermal heat flux. It is assumed
here that the entire atmosphere has collapsed at the cold points of the planet and that the surface
temperature at the top of the glacier is controlled by the geothermal heat flux. As a reference,
vertical dashed lines indicate the average surface tidal heat flux on TRAPPIST-1 planets derived
from Table 4.2, for a tidal dissipation equal to that of the Earth. We also added (vertical solid gray
line) the average geothermal heat flux on Earth, to give the reader a rough sense of the amplitude
of the radiogenic heating on TRAPPIST-1 planets. These quantities can be numerically converted in
term of global equivalent surface pressure when multiplied by a factor £2. The thermodynamical and
rheological properties of the ices were taken from https://encyclopedia.airliquide.com, http:
//webbook.nist.gov, Roder (1978); Schmitt et al. (1997); Fray and Schmitt (2009); Trowbridge et al.
(2016), and Umurhan et al. (2017). Missing rheological data were mimicked on Ns.
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maximun size of glaciers - formed by the accumulation of volatiles - should be controlled by the basal
melting condition or by the glacial flow. Assessing this question properly would require to compare the
efficiency of the glacial flow with the rate at which and the position where gaseous Ny would condense
on the nightside.

We assess below the case of the basal melting condition as it gives us an upper limit on the
maximum amount of volatile possibly trapped on the nightside. When the nightside glaciers start to
melt at their base, the ice flow should accelerate and expand significantly on the dayside of the planet.
Not only basal melting is expected to be a very efficient process to transport ices (e.g. No, CO, Oq,
etc.) from the nightside to the dayside, but the ices that reach the terminator should get sublimed
and transport latent heat from the dayside to the nightside. This positive feedback would drive the
planet into a runaway process, resulting in the formation of a new, global atmosphere.

For any species (we arbitrarily chose Ny here), and for any of the seven TRAPPIST-1 planets, we
derive from the basal melting condition the following set of 2 equations:

(7 ~72ec)
Pliq Pice (

gpicehmax"!‘PNz - ref)

Tbase,liq = Trre Ltus , (43)
h _ >\N2 (Tbase,liq_ night)
max — Faeo )

with Thae liq the temperature at the bottom of the glacier, Ay, the conductivity of Ny ice, piiq and pice
the volumetric mass densities of liquid and icy No, Lgs the latent heat of Ny ice melting, Prer and Tref
the pressure and temperature of the triple point of Ny. Py, is the partial pressure of Ny calculated at
saturation from the Clausius-Clapeyron relationship (see Fig 4.6) at the surface nightside temperature
Tnight-

This set of 2 equations corresponds respectively to:

1. the solid/liquid thermodynamical equilibrium at the base of the glacier. Note that the pressure
at the bottom of the glacier is controlled by the weight of the glacier (and marginally, by the
atmospheric pressure).

2. the geothermal gradient. It is assumed that the temperature inside the glacier rises linearly with
depth, with a lapse rate fixed by the internal heat flux (conductive regime).

This set of equations can be solved explicitly after several variable changes and using the Lambert
W function, defined as the solution of X = eX, as done in Turbet et al. (2017h).

We calculated and plotted in Figure 4.8 the nightside maximum thickness as a function of geother-
mal heat flux for various ices. For geothermal heat flux ranging from 50 to 500 mW m~2, the maximum
thicknesses range:

1. from 200 to 5 meters (Global Equivalent Pressure - GEP - from 15 to 0.2 bar) for Ng
2. from 300 to 10 m (GEP from 15 to 0.5 bar) for CO

3. from 200 to 0 m (GEP from 10 to 0 bar) for O2. O3 has the lowest triple point temperature (see
Fig 4.6).

Note that these values are of the same order of magnitude than in the atmosphere of Venus (~ 3 bar
of N2), Earth (0.78 bar of Ng; 0.21 bar of O3) and Titan (~ 1.5 bar of Ng), the only Solar System
rocky bodies that were able to sustain a thick, global atmosphere.
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e For geothermal heat flux roughly lower than ~ 5x10%2 mW m~2, there is a strong hysteresis on
the initial state (volatiles in the atmosphere; or volatiles condensed at the cold points). Planets
that initially lost their atmosphere could stably accumulate quantities of No/O2/CO up to the
equivalent of a few bar, in condensed form on the surface of their nightside. If somehow this
scenario occured (through massive accretion or outgassing), the volatiles could not be retained
on the nightside. The planet would suddenly sublime the entire volatile content of No, CO, Oo,
CHy, etc. forming a brand new, global atmosphere.

Extreme events such as large meteoritic impact events could also have the potential to destabilize
the volatiles that have been trapped in condensed form on the surface of the nightside. Only
very eccentric bodies orbiting in the TRAPPIST-1 system could hit the planets near the anti-
substellar point and potentially sublime the volatiles that should be preferentially trapped there.
In the Solar System, it has for instance been proposed that the observed distribution of impact
craters on Mercury could be explained by a large number of very eccentric bodies that would have
hit Mercury near the substellar and anti-substellar regions, while the planet was in synchronous
rotation (Wieczorek et al., 2012). Note that, there should be generally a large proportion of
high-eccentricity bodies in the vicinity of the star, favoring subsequently impact events in the
anti-substellar region.

e For geothermal heat flux roughly higher than ~ 5x102 mW m~2, we find that the planets could
easily form an atmosphere even with very low amount of volatiles. In fact, we start to reach
a regime here where the geothermal heat flux itself could significantly contribute to limit the
atmospheric collapse as discussed in the previous section. Note that, at such high geothermal
heat flux, heat could - and should - be transported by convection; this would significantly alter
the calculations made here.

As shown in the previous section, eccentricities of TRAPPIST-1 planets are expected to vary with
time, and tidal dissipation and surface heating with it, on timescales ~ 1 Earth year (see Luger et al.
2017b - their Supplementary Figure 6). Peaks of tidal surface heating could trigger the destabilization
of volatiles trapped on the nightside, although we would expect a delay and smoothing depending on
where the tidal dissipation occurs. Actually, the heat itself could alter the internal structure. Detailed
calculations of time-dependant tidal-induced surface heat flux (and implications) could be assessed in
future studies.

As previously suggested in Turbet et al. (2016), the large-scale gravitational anomalies on tidally
locked planets could be aligned with the star-planet axis. This means for instance that it is likely that a
large basin (for example impact-induced) could be present at the anti-substellar point of TRAPPIST-1
planets. This could - in the same fashion than nitrogen ice is trapped on Pluto, in Sputnik Planum
(Bertrand and Forget, 2016) - significantly increase the amount of volatiles possibly trapped at the
cold point of the planets. Furthermore, the weight of the ices trapped on the nightside could cause
the underlying water ice shell to slump, creating by itself (or amplifying the size of ) an anti-substellar
basin. Such process has recently been proposed as one of the possible scenarios to explain the formation
of Sputnik Planitia on Pluto (Hamilton et al., 2016).
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4.7.3 Residual atmospheres

Even though the atmosphere may have collapsed on the cold side of the planet, a residual, thin
atmosphere could remain. The volatiles trapped on the nightside should be in fact in thermodynamical
equilibrium with a residual atmosphere whose thickness depends on the surface temperature of the
nightside, and on the type of volatiles trapped (assuming that the reservoir of volatiles is large enough).

For a geothermal heat flux of 100 mW m~2 (resp. 200 and 400 mW m~2), the temperature of the
cold side is ~ 36K (resp. 42 and 50 K) and the remnant atmosphere could be as thick as ~ 0.6 Pa of
No (resp. 18 and 400 Pa), 7x1072 Pa of CO (resp. 3 and 110 Pa), and 7x1073 Pa of Oy (resp. 0.6
and 30 Pa). For the other volatiles (CH4 and COq, for example), the thickness (or surface pressure)
of a residual atmosphere would be several orders of magnitude lower.

Such residual atmospheres should not be thick enough to significantly increase the global heat
redistribution (or possibly the greenhouse effect) and trigger subsequently a No, CO or Oy runaway
process. We remind (from Section 4.7.1) that the minimum atmospheric pressure required to sustain
a global atmosphere is ~ 103 Pa.

Even though detecting a residual atmosphere of No, CO, Og, etc. might be extremely challenging,
as shown above such measurements could tell us a lot about 1) the temperature of the nightside and
thus the internal heat flux of the planet and 2) the composition of the nightside reservoir of volatiles.

We also note that volatiles possibly trapped on the nightside of airless close-in planets would form a
residual atmosphere that would be exposed to various processes of atmospheric escape (mainly stellar-
wind sputtering and X/EUV-driven hydrodynamic escape). This indicates that volatiles trapped on
the nightside of geothermally active tidally-locked planets might not be protected from atmospheric
escape.

4.8 COj-dominated atmospheres

All the Solar System terrestrial planets are either airless bodies (e.g. Mercury) or worlds where COq
is - or was - abundant in the atmosphere (e.g. Venus, Mars) and/or in the subsurface (e.g. Earth).
We assume in this section that the four TRAPPIST-1 outer planets possess today large quantities of
COg either in their atmosphere, on their surface or in their subsurface, and we explore the possible
implications.

4.8.1 Stability of a CO,-dominated atmosphere

COg is much more condensable than any other species discussed in the previous section, as illustrated
in Figure 4.6. On synchronously rotating planets, the nightside surface temperature can be extremely
low, leading to the condensation of gaseous COo on the surface. This could potentially prevent
TRAPPIST-1 planets from building up thick CO2 atmospheres.

To test this idea, we performed 130 3D climate numerical simulations of the four TRAPPIST-1
outer planets (surface albedo fixed to 0.2) for atmospheres made of various mixtures of Ny and COs.
In the same vein as Turbet et al. (2017b), we find that depending on the partial pressure of background
gas (Ng, here) and on the partial pressure of COg, the gaseous CO2 might condense or not, as shown
on Figure 4.9. The shape of the diagrams is controlled by various physical processes:
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Figure 4.9: Climate regimes reached as a function of the partial pressures of No and COsq. For each
set of (pNg, pCOy), it is indicated if the atmosphere is stable (red) or not (blue) to the atmospheric
condensation/collapse of COg. The black arrows indicate how planets that have an unstable atmo-
sphere would evolve on this diagram. Temperatures (in green) correspond to the rough estimate of
the temperature of the cold point, at the stable lower boundary (blue is up; red is down). Simulations
were performed assuming a surface albedo of 0.2 (corresponding both to a water ice surface around
TRAPPIST-1, or a rocky surface). Water vapor is not included in these simulations. On TRAPPIST-
le, the inclusion of water vapor might substantially increase the temperature of the cold points through
transport of latent heat from substellar to anti-substellar regions, and through the greenhouse effect
of water vapor. On colder planets, the effect should be marginal.
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1. The higher the background gas content is, the more efficient the heat redistribution is. This tends
to increase the temperature of the cold points and limit the CO3 condensation. High background
gas content also favor the pressure broadening of COs absorption lines, which increases the
greenhouse effect of the atmosphere.

2. The higher the CO4 content is, the higher its greenhouse effect is, but the higher its condensation
temperature is. These two processes are competing each other, as illustrated in Soto et al. (2015)
(in their Figure 1).

Figure 4.9 shows in fact a bistability in the CO2 atmospheric content. If the planet initially starts
with a thick COy atmosphere (e.g. 10 bar), the greenhouse effect and the heat redistribution are
efficient enough for such atmosphere to be stable (red color). Conversely, if the planet initially starts
with a low COg atmospheric content or no COs9 at all and progressively accumulates somehow addi-
tional CO4 in the atmosphere (e.g. by volcanic outgassing), all the extra COy should keep condensing
on the nightside (blue color). The planet would thus be permanently locked with a cold, thin COq
atmosphere.

We can for instance see in Figure 4.9 that a background atmosphere of ~ 100 millibar of Ny is not
sufficient to build up a COs-rich atmosphere from scratch - on any of the four outer planets - due to
the nightside surface condensation of CO3. We can also see that TRAPPIST-1h is unable to sustain a
dense CO4y atmosphere (> 100 mbar) even with several bar of Ny. For TRAPPIST-1e, f and g, if the
initial CO2 content is - for a given amount of background gas - below the "unstable" dotted line, then
the planets are unable to build up COs-rich atmospheres (blue color). However, if the same planets
start with an initial COg2 content higher than this limit, COg2 thick atmospheres are found stable (red
color).

4.8.2 The fate of surface condensed CO,

What happens when COy starts to condense on the nightside? As shown in Turbet et al. (2017b),
there should be two processes that control the maximum amount of CO4 possibly trapped on the cold
side of the planets: 1) COq ice flow from the nightside to regions of sublimation; and 2) gravitational
burial of CO3 ice beneath water ice cover due to its higher density.

4.8.2.1 Glacial flow
There are in fact two distinct processes that could limit the growth of COy ice glaciers:

1. The gravity pushes the glaciers to flow from the nightside to the dayside where CO3 ice can be
sublimated. This limit depends mostly on the gravity of the planet and the rheological properties
of COz ice (e.g., viscosity).

2. The internal heat flux of the planet causes the basal melting of the COg ice glaciers. In such
conditions, glaciers would slip and flow to the dayside where they would sublimate. This limit
depends mostly on the geothermal heat flux of the planet and the thermodynamical properties
of COg ice (e.g., thermal conductivity).

It has in fact been shown in similar conditions (Turbet et al., 2017b), owing to the low conductivity
of COg ice (Aco, ~ 0.5 W m~! K~1; Schmitt et al. 1997 — Part I, Thermal Conductivity of ices,
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Figure 4), that it is mostly the basal melting that controls the maximum size of a COg ice glacier.
Using nightside temperatures from GCM simulations (roughly indicated in Figure 4.9, in green), we
solve a set of 2 equations similar to Equations 4.3 (the only difference being the effect of the partial
pressure of the background gas, Ny here) to derive the maximum thickness of nightside COs ice
deposits. These equations are: 1) the solid/liquid thermodynamical equilibrium at the base of the
glacier; and 2) the linear relationship between top and bottom glacier temperatures, assuming a fixed
lapse rate (conductive regime) forced by the geothermal heat flux.

For 1 bar of background gas (Ng), TRAPPIST-1e and f should be protected from CO2 atmospheric
collapse. However, for TRAPPIST-1g (resp. h), CO3 could collapse, and as much as 900 / 200 / 80 m
of COg (resp. 1000 / 250 / 100 m) could be trapped on the nightside for geothermal heat fluxes of
50 / 200 / 500 mW m~2. This corresponds roughly to Global Equivalent Pressure of 45 / 10 / 4 bar
(resp. 50 / 12 / 5 bar) of CO2 that could be trapped.

We note that these quantities are of the same order of magnitude than the amount of CO4 outgassed
in the Venusian atmosphere (~ 90 bar), or the amount of CO2 contained in the Earth’s surface, mostly
in the form of carbonate rocks on the continents (~ 102 bar; Walker 1985).

4.8.2.2 When CO; ice caps are full

When the COq nightside ice cap becomes "full" (e.g. when COs ice starts to convert into liquid), all
the extra COg ice (or liquid) that reaches the irradiated side sublimates/vaporizes into the atmosphere.
The extra (now gaseous) COsq increases the greenhouse effect of the atmosphere. It tends to warm the
nightside and thus strengthens the COq ice glacial flow, leading to even more COq ice sublimation.
Depending on the level of irradiation, the planet either finds an equilibrium (with stable COq ice/liquid
deposits) or enters into a COs runaway greenhouse. This scenario has previously been explored for
HoO-covered planets (Leconte et al., 2013b) and is extended here to the case of COs.

It has in fact previously been shown (Turbet et al. 2017b; Appendix C) that COg ice caps when
full should be unstable on planets:

1. that have a low enough geothermal heat flux (typically lower than ~ 1 W m~2 for the present
study).

2. and that absorb irradiation fluxes equal or larger than TRAPPIST-1f.

COg ice caps are expected to be entirely injected in the atmosphere.

To test this idea, we performed 3D GCM simulations of the four TRAPPIST-1 outer planets (efgh)
endowed with a pure CO9 atmosphere where we artificially entirely covered the surface of the planets
with COg ice (with a COs ice cover that is large enough that COq ice is always present everywhere
on the surface). COg ice albedo is arbitrarily fixed at 0.5. For TRAPPIST-1e and f, we find that
no equilibrium is possible. The planets cannot maintain surface COs ice on their dayside and should
always end up in a COg runaway greenhouse. No equilibrium is possible until 1) all the COq ice/liquid
content has been sublimed /vaporized, or 2) the CO2 gas content becomes so large that CO9 greenhouse
effect starts to saturate (whereas the CO2 condensation temperature increases), as discussed in von
Paris et al. (2013a).

The scenario is however different for planets that are substantially less irradiated: TRAPPIST-1g
and h. For these planets, 3D GCM simulations (see Figure 4.10) indicate that an equilibrium where
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Figure 4.10: Maps of COg ice condensation(+)/sublimation(-) mean day rates (averaged over 50
Earth days) for TRAPPIST-1g and h. Wind vectors at 5 km are presented as black arrows (see the
50 m s~! arrow for the normalization). The black line contour indicates the horizontal extent of the
COs ice clouds (at the 1 g/m~2 level). Tt is assumed here that the planets are endowed with a pure
CO+ atmosphere and have with a surface that is entirely covered with CO5 ice. CO3 ice albedo is
arbitrarily fixed at 0.5. We remind that the radiative effect of COs ice clouds is not included here.
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COg ice and gaseous coexist is possible. In this configuration, the surface temperatures are roughly
constant over the planet. For a pure COy atmosphere, we find an equilibrium at 150+1 mbar and
174+0.1K for TRAPPIST-1g (resp. at 4+0.1 millibar and 145+0.1K for TRAPPIST-1h). The dayside
intense CO4 ice sublimation is offset by the nightside condensation, as illustrated in Figure 4.10. For
TRAPPIST-1g, approximately 6 m of CO9 per Earth year (resp. 4 m per Earth year for TRAPPIST-
1h) is expected to get sublimed near the substellar point.

This tells us that if TRAPPIST-1g somehow progressively accumulates enough CO9 on its nightside
so that it starts to spill on its dayside and get sublimed, the planet should not be able to accumulate
enough COs in the atmosphere to reach the warm state depicted in Figure 4.9. Instead, the planet
should be permanently trapped in a cold state, with COs ice covering potentially as much as the entire
surface of the planet.

Conversely, note that - for TRAPPIST-1g only - if the planet initially starts with a large content
of gaseous CO2 (so that it lies above the "unstable" lines, in Figure 4.9), then COs ice/liquid deposits
are unstable.

4.8.2.3 COs ice gravitational stability

We assume here that some COs has condensed on the nightside of TRAPPIST-1 outer planets, above
the water ice shell. COq ice is 1.6 times denser than water ice. This difference of density between
the two types of ice (CO2 above, HoO below) should trigger an instability of Rayleigh-Taylor (Turbet
et al., 2017b) that forces COjy ice to sink below the water ice cover. At first order, and assuming that
both layers of CO2 and H2O ices are isoviscous (i.e. have a fixed viscosity), the density contrast should
initiate Rayleigh-Taylor instabilities at a timescale 7g.1 given by (Turcotte and Schubert, 2001):

137
TR-T = m7
with 7 the viscosity of the more viscous layer, Ap the density contrast between the two layers and
b the characteristic size of the domain. We discuss in the following paragraph how we estimate the

(4.4)

different terms of this equation.

Depending on whether COs is liquid or solid at the interface with the HoO layer, the density
contrast Ap would range between 240 and 570 kg m 3. Depending on the planet and the background
gas content, the surface temperature at the cold point is expected to range between 120 K and 160 K
(see Figure 4.9). However, the basal temperature should rapidly increase with the glacier thickness,
given the low conductivity of COgy (Schmitt et al., 1997). Assuming that the CO2 glaciers are nearly
full, they should have a thickness ~ 102 m and the basal temperature could be as high as ~ 218K
(temperature at the COg2 liquid/solid equilibrium for a pressure of 1.5 MPa). For a stress at the
interface between the two layers of the order of 1 MPa and a temperature ~ 218 K, the viscosity of the
COs ice layer is estimated ~ 10'2 Pa s, based on available experimental data (Durham et al., 1999).
At the same temperature and stress conditions, water ice has a viscosity < 10'6 Pa s, for grain size
lower than 1 mm, based on experimental data (Durham et al., 2001; Durham and Stern, 2001; Goldsby
and Kohlstedt, 2001). The water ice layer should thus be the layer controlling the Rayleigh-Taylor
timescale. Assuming that a thickness of 102 m of COq deposit is representative of the characteristics
size of the domain, the R-T timescale Tg.1 is < 10* Earth years, which is geologically short.

Once gravitationally destabilized, the COs3 ice deposit would sink at the base of the water ice shell
at a rate that is determined mostly by the viscosity of water ice and the size of the CO4 ice diapir (e.g.
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the domed COg ice formation piercing the overlying water ice shell). The time required for a CO3 ice
diapir to cross the water ice layer can be estimated using the Stokes velocity, the terminal velocity of
a sphere falling through a constant viscosity medium (Ziethe and Spohn, 2007):

Us = gApg (r*/n) (4.5)

For a diapir radius r of 100 m (comparable to the thickness of the COq deposit) and a conservative
value for water ice viscosity of 1015-1016 Pa s, this leads to a velocity of 0.04-0.4 m per Earth year. As
temperature increases as a function of depth (~ 2 Fgeo K m~1), the viscosity of water ice is expected
to decrease with depth, resulting in an acceleration of the diapir fall. A 100-m diapir of COs ice would
thus not need more than ~10% Earth years to reach the bottom of a 1.5-km thick water ice layer,
which is the expected depth of a subglacial ocean for a geothermal heat flux ~ 0.1 W m~2.

These two calculations (Rayleigh-Taylor and diapir fall timescales) tell us that the lifetime of
surface COz ice on TRAPPIST-1 planets should be geologically short. In particular, it should be
short compared to:

the volcanic CO; outgassing timescale:

The present-day Earth COg volcanic outgassing rate is 60 bar/Gy (Brantley and Koepenick, 1995;
Jarrard, 2003). It takes roughly 10® Earth years to outgass a ~60 cm Global Equivalent Layer (GEL)
of COg ice (equivalent to a 10?m-thick nightside COg ice cap with a radius of 10% km).

the CO5 ice flow and sublimation timescale:

We assume that a 10?m-thick, 103km-radius nightside COj ice cap is in dynamic equilibrium with the
atmosphere. This means that the COg ice flow - controlled here by the rheological properties of CO4
ice - has reached a constant, positive rate. This also means that the integrated COs ice sublimation
rate at the edges of the glacier is equal to the total gaseous CO5 condensation rate on the ice cap.

We model the steady state flow of the COg ice cap using equations 1-4 from Menou (2013). We
take the flow rate constants of COg ice from Nye et al. (2000), derived from the measurements of
Durham et al. (1999). We chose the rheological properties of CO4 ice for a creep exponent n=2, and
at 218K. This is the maximum temperature expected at the bottom of the CO; ice glacier, before
basal melting occurs. These are conservative assumptions in the sense that these are the parameters
(creep law and temperature) that maximize the velocity of the COs ice flow. With these assumptions,
we estimate that it takes at least 10 Earth years to recycle the entire COs ice cap.

In summary, CO» that starts to collapse on the nightside of TRAPPIST-1 planets is expected to
form permanent CQOs ice caps. This condensed COs2 can be entirely returned into the atmosphere if:

1. the COg ice caps reach their maximum size, defined by the condition of basal melting. This can
be achieved through COs volcanic outgassing.

2. the COs ice caps are removed efficiently from the nightside by the dry, rheological COs ice flow,
and then get sublimated.

However, these two processes operate on much longer timescales than the time required to burry
the COgq ice caps below the water ice cover. Consequently, COy that condense on the nightside of
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TRAPPIST-1 planets (and by extent, any water-rich, synchronous planet) can very likely end up
burried below the water ice shell.

4.8.2.4 The fate of buried CO,

COg, ice is expected to completely melt and equilibrate thermally with the surrounding HoO media
when stabilized at the bottom of the water ice shell. The temperature and pressure conditions at the
bottom of the water ice layer depend on its thickness and on the geothermal flow. For geothermal
heat flux lower than ~ 0.4 W m~2, the melting of water ice would be reached for depth larger than
~ 4x10? m, and pressure of ~ 3.5 MPa, corresponding to the saturation vapor pressure of COy at
~ 273 K (Lide, 2004). Destabilizing the liquid COg would therefore require a geothermal heat flux
higher than 0.4 W m~2. At such large geothermal heat flux, CO3 ice (or liquid) should indeed get
sublimed (or vaporized) within the water ice shell.

However, for geothermal heat flux lower than 0.4 W m~2, COs ices/liquids should be stable during
their fall. Even if the density of liquid COs decreases with increasing temperature as it equilibrates
with the surrounding water ice media, it remains always denser than water ice (Span and Wagner,
1996), and therefore should always accumulate at the bottom of the ice shell. At T = 273 K and
pressure between 3.5 and 28 MPa (subglacial pressures estimated for geothermal heat flux between
400 and 50 mW ~2), liquid CO3 has a density very close to that of liquid water (928 and 1048 kg m—3,
respectively, using the equation of state of Span and Wagner 1996), so that COgy should coexist with
H5O at the ice-water interface.

From this point, two processes are expected to occur and compete with each other. Firstly, part
of the CO3 should dissolve in the liquid water. The total amount of COy that could be dissolved in
the water layer would depend on the volume (thickness) of the water layer.

Secondly, pressure and temperature conditions expected at the bottom of the ice layer are in the
stability field of COg2 clathrate hydrate (Sloan, 1998; Longhi, 2005), therefore CO2 should rapidly
interact with HoO molecules to form clathrate hydrate. Clathrate hydrates are non-stoichiometric
compounds consisting of hydrogen-bonded HoO molecules forming cage-like structures in which guest
gas molecules, such as COg, can be trapped (Sloan, 1998). Once formed, these clathrates are very
stable and can be dissociated only if the temperature is raised about 5-10 K above the melting point of
water ice. The storage of COs in the form of clathrate should be particularly efficient as liquid CO2 and

liquid water coexist. As COq clathrate hydrates have a density of about 1150 kg m—3

(assuming full
cage occupancy, Sloan 1998), they would rapidly sink at the bottom of the water liquid layer, ensuring
an almost complete clathration of COs. Note that we expect some of the CO2 to get dissolved in
the liquid water during the clathrate sinking. The relative proportion of COs trapped in the form of
clathrate hydrate or dissolved in the water layer would depend on the volume of COg that is buried
at the base of the ice shell and on the volume (thickness) of the water layer.

In summary, as long as the geothermal heat flux is lower than ~ 0.4 W m~2, the water ice shell
should exceed several hundreds of meters, and COs should remain sequestered either in the form of
COg clathrate hydrates or dissolved in the subglacial liquid water ocean. Release of gaseous CO3 in
the atmosphere may occur in particular following local increase of geothermal heat flux resulting in
a significant thinning and breaking-up of the water ice shell. The total amount of COy that can be
stored in the HoO layer (by any of the two processes discussed above) depends on the total abundance
of HoO of the planet as well as the CO2/H30 ratio. Evaluating the maximum amount of COz that can
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Figure 4.11: Maps of surface temperatures (averaged over 50 Earth days) for TRAPPIST-1e, f, g
and h, assuming planets endowed with a 1 bar No-dominated atmosphere composed of 10% of CHy.
Wind vectors at 5 km are presented as black arrows (see the 50 m s~! arrow for the normalization).
Surface albedo is arbitrarily fixed at 0.2.

be trapped underneath the water ice cover require a detailed description of the HoO layer structure
as well as thermodynamic models predicting the partitionning of CO9 between the different phases.

4.9 CH,-dominated worlds

The only Solar System terrestrial-size object that possesses a thick atmosphere that deviates from the
one discussed as far is Titan. Titan (0.012 Sg, 0.4 Rg) has a 1.5 bar thick No-dominated atmosphere,
with as much as 5 % of methane near the surface (Niemann et al., 2005). We explore in this section
the possibility that TRAPPIST-1 outer planets could be hydrocarbon-rich worlds, and the possible
implications.

4.9.1 Warm Titans

What would happen if you suddenly place Titan at the location of each of the seven TRAPPIST-1
planets and how would the planet evolve? At the equilibrium temperatures of the four TRAPPIST-1
outer planets (e to h), the saturation vapor pressure of CHy ranges between 10 and 100 bar (resp.
between 5x 1072 and 5 bar for CoHg). Unlike Titan, we should thus expect all the methane and/or
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Figure 4.12: Mean surface temperatures of TRAPPIST-1 outer planets, assuming atmospheres made
of No and CHy4 only. Each simulation was performed with the 3D LMD Generic Global Climate Model,
for 1 bar of Ng, and various CHy partial pressures (from 10 Pa to 10 bar). The four regions filled in
colors show the range of surface temperatures reached by the four outer planets (red, yellow, green and
blue for TRAPPIST-1e, f, g and h, respectively). Solid, dashed and dash-dotted lines depict the mean,
maximum and minimum surface temperatures reached in the simulations, respectively. Note that the
highest surface temperature for TRAPPIST-1f, g and h is almost always lower than 273 K (e.g. the
melting point of water). The black line indicates the CHy equilibrium vapor pressure. Dashed red
lines show the equilibrium vapor temperature of ethane (CoHg) for various partial pressures (1072,
10~%; and 1 bar). The melting point of water is indicated by the black horizontal dashed line. As a
reminder, equilibrium temperatures of TRAPPIST-1e, f, g and h planets are (for a Titan-like bond
albedo of 0.3) respectively 230, 198, 182 and 157 K.
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ethane content to be vaporized in the atmosphere.

To check this, we performed haze-free 3D numerical climate simulations of Ny /CH, atmospheres,
for various CHy4 contents, and for the four TRAPPIST-1 outer planets. Some of these simulations
(for a 1 bar No-dominated atmosphere with 0.1 bar of CHy, similar to Titan) are presented in Figure
4.11.. Fig 4.12 shows the mean, maximum and minimum surface temperatures obtained for each
of the TRAPPIST-1e, f, g and h outer planets. The calculated surface temperature of the planets
results from a subtle balance between the radiative cooling of stratospheric CHy and the greenhouse
effect of tropospheric CHy. Around a star like TRAPPIST-1, absorption of stellar radiation by CHy
is particularly efficient around 0.89, 1.15, 1.35, 1.65, 2.3 and marginally 3.3 um bands. Consequently,
CHy absorption warms the upper atmosphere and also reduces the short wave irradiation flux that
reaches the surface and troposphere, contributing to a cooling of the planetary surface. For example,
approximately 40% of the incoming stellar radiation is able to reach the surface in the simulations
shown in Figure 4.11.

Despite the anti-greenhouse effect of CHy that tends to cool the surface temperature, it would
be extremely hard for TRAPPIST-1 planets to sustain surface liquid/icy CH4. This is illustrated in
Fig 4.12 with the comparison between the saturation pressure curve of CH4 and the calculated mini-
mum surface temperatures (on the nightside). Additionally, a partial pressure of at least ~ 10~2 bar
of ethane (CoHg) would be required for the coldest planets to start forming nightside surface lakes or
seas of ethane, similar to the ones observed on Titan.

EUV flux should lead to the formation of photochemical hazes in CHy-rich planetary atmospheres,
in the same fashion than on Titan. Such hazes could potentially have an additional powerful anti-
greenhouse (i.e. radiative cooling) effect, by absorbing and reflecting a significant part of the incoming
stellar flux (Lorenz et al., 1997). TRAPPIST-1 outer planets (e, f g and h) should receive a EUV flux
ranging between 600 and 3000 times Titan’s flux (Wheatley et al., 2017). Photochemical hazes could
thus form efficiently and accumulate in the atmosphere. This could potentially cause a catastrophic
cooling of the planetary surface (McKay et al., 1991), and change the aforementioned conclusions on
the likeliness for TRAPPIST-1 outer planets to sustain surface condensed methane.

Nonetheless, using a 1D photochemical-climate model taking properly into account the micro-
physics and the radiative effect of photochemical hazes (Arney, 2016), it has been shown that the
thickness (and thus the opacity) of organic hazes should be self-regulated (Arney et al., 2016). In fact,
thick hazes should inhibit methane photolysis, which would in turn drastically limit haze production
rates. In other words, the rate of methane photolysis should not scale linearly with the incoming EUV
flux, but instead should at some point saturate. Moreover, organic hazes are much less opaque at
the emission wavelengths of cool stars like TRAPPIST-1 than solar emission ones (IKhare et al., 1984;
Vinatier et al., 2012; Arney et al., 2017). This indicates that a large part of the incoming stellar flux
would reach TRAPPIST-1 planetary surfaces and tropospheres and easily vaporize all the methane in
the atmosphere. In other words, even when taking into account the radiative effect of hazes, all the
TRAPPIST-1 planets should be well beyond the CH4 runaway-greenhouse-like limit. Eventually, it is
important to note that, at the high EUV fluxes expected on TRAPPIST-1 planets, COq (if present)
could be also photodissociated into oxygen radicals that should seriously limit the build up of the
organic hazes (Arney et al., 2017). In particular, if the atmospheric CO2/CHy ratio is high, and if the
emission of TRAPPIST-1 is high in the spectral region ~ [120-180] nm, where the UV cross section
of CO2 / Oy is maximum (Arney et al. 2017, Figure 2c¢), then the formation of photochemical hazes
could be severely halted.
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We remind that a potentially thick Oy atmosphere could have built up abiotically during the
early runaway phase (Luger and Barnes, 2015; Bolmont et al., 2017) while TRAPPIST-1 was a pre-
main-sequence star, playing potentially a strong role here on the haze formation. But above all, the
combustion of CHy (and more generally, of any reduced compound such as NHs or HsS), following
CHy + 209 — COq + 2H50 | should prevent CHy to substantially build up in a thick Os-rich
atmosphere. If the build-up of O2 during the early runaway phase exceeds the total reservoir of CHy,
there might not be enough room left for CH4 to accumulate in the atmosphere.

4.9.2 Titan-like world lifetime

Through 1) CH4 and hydrocarbons photodissociation, 2) organic hazes formation and 3) haze sed-
imentation, the atmospheric CH4 and hydrocarbon content of TRAPPIST-1 planets should deplete
rapidly. It is for example estimated that it should take roughly 10 My for Titan to remove all the
methane (0.07 bar) from the atmosphere (Yung et al., 1984), and as much as ~ 30 bar could have
been destroyed since the beginning of the Solar System.

Therefore, as much as 600-3000 times more methane (averaged over the surface) could potentially
be photolyzed on TRAPPIST-1 outer planets. Over the expected age of the TRAPPIST-1 system
(between 5 and 10 Gyr, according to Luger et al. 2017b and Burgasser and Mamajek 2017), at least
~ 120 bar of CHy (Titan’s limit, including the gravity correction) and as much as 10° bar of CHy
(when scaling linearly the CHy loss with the EUV flux) could have been destroyed by photolysis.

Sustaining continuously a CHy-rich (and NHgs-rich, by analogy) atmosphere over TRAPPIST-1
lifetime would require an extremely large source of methane. It is in fact widely believed that the CHy
current level on Titan might be somewhat anormal and produced by an episodic replenishment due to
destabilization of methane clathrates in Titan’s subsurface (Tobie et al., 2006).

Similarly, large quantities of Ng could be photodissociated, forming HCN (Liang et al., 2007,
Krasnopolsky, 2009; Tian et al., 2011; Krasnopolsky, 2014), and could be lost subsequently in longer
carbonated chains that could sedimentate on the surface (see next subsection). This mechanism could
remove efficiently Ny from the atmosphere in the long term.

We acknowledge however that the arguments stated in the previous section (especially the haze
negative feedback on CHy photolysis, as proposed by Arney et al. 2016) could drastically limit the
CH,4 photolysis rate and relax the constraint on the methane production rate required to sustain a
CHy-rich atmosphere.

4.9.3 Surface conditions

Even for large CH4 /Ny contents, and even when neglecting the radiative effect of photochemical hazes,
TRAPPIST-1f, g and h should be cold enough (see Figure 4.12 and the associated legend) to be covered
by a complete layer of water ice. In this case, photolysis of methane would produce organic hazes that
should sedimentate and progressively accumulate at the surface in large quantities. On Titan, it is
estimated that ~ 1 m Global Equivalent Layer (GEL) of heavy hydrocarbons - or tholins - are covering
the surface (Lorenz et al., 2008). This is in fact two orders of magnitude lower than what we would
expect from the direct conversion of current CHy photolysis rate through the age of the Solar System
(Lorenz and Lunine, 1996). Possible solutions to this discrepency are discussed in Lorenz et al. (2008).

Similarly, signatures of long carbonated chains have also been detected on many Kuiper Belt
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Objects (Johnson et al. 2015; see Table 1 and references therein), including Pluto, Triton, Makemake,
Sedna, etc. The New Horizon mission has even directly observed and mapped (during its flyby) dark
tholins deposits on Pluto, in Cthulhu Regio (Stern et al., 2015).

TRAPPIST-1 planets could thus be covered by a thick surface layer of tholins today. Once the
CH4 atmospheric reservoir would be empty, only condensable hydrocarbons and long-carbonated chains
(and potentially gaseous Ny, leftover from NHs) would remain. In general, because sedimented organic
hazes should be rather rich in hydrogen, they should have a density of the same order of magnitude
than water ice, and should be in particular more stable than COs to gravitational burial.

Assuming that photochemical hazes have a limited radiative effect in the near-infrared (Khare
et al., 1984; Vinatier et al., 2012; Arney et al., 2017) where the emission of TRAPPIST-1 peaks, large
quantities of CO4 (added to CH4/N2 and other greenhouse gases) could be sufficient to raise the surface
temperature of TRAPPIST-1 outer planets above the melting point of water, although this need to be
tested with coupled photochemical / 3-D climate model in the future. In this case, sedimented organic
carbonated chains should not accumulate at the surface but instead should get dissolved in the liquid
water ocean. This, and the UV shield provided by the photochemical hazes (Wolf and Toon, 2010;
Arney et al., 2017) could provide TRAPPIST-1 planets with surface conditions favorable for life - as
we know it - to emerge and develop.

We discuss more generally in the next section the conditions required for TRAPPIST-1 planets to
sustain surface habitability.

4.10 The habitability of TRAPPIST-1 planets

Most of our knowledge on habitability comes from the study of Venus, Mars, and Farth. The system
of TRAPPIST-1 displays a fantastic zoology of planets to confront our theories with, and potentially
revolutionize all what we know on this domain.

4.10.1 The habitability of the inner planets TRAPPIST-1bcd

The two inner planets of the system (TRAPPIST-1b and c) are likely too hot to sustain global oceans
of liquid water (Kopparapu et al., 2013; Yang et al., 2013; Kopparapu et al., 2016). Nonetheless, they
could still be desert worlds with limited surface water (Abe et al., 2011) trapped in nightside niches
(e.g. land planets) or at the edge of large scale glaciers near the terminator (Leconte et al., 2013b).

TRAPPIST-1d (Sex ~ 1.14 Sg) however is near the inner edge of the Habitable Zone of
synchronously-rotating planets (Yang et al., 2013; Kopparapu et al., 2016). If TRAPPIST-1d is able
somehow to sustain a thick, highly reflective water cloud cover near the substellar region, it could
sustain surface liquid water global oceans. Detailed 3D modeling of clouds, and more generally of all
the possible parameters that could affect the atmospheric circulation, would be required to assess this
possibility.

4.10.2 The remarkable potential of TRAPPIST-1e for habitability

According to our simulations, TRAPPIST-1e is the only planet in its system with the ability to
host surface liquid water without the need of greenhouse warming from another gas than H>O. This
requires a sufficient HoO reservoir covering the whole surface (i.e. that cannot be fully trapped on the
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Figure 4.13: 4-years average surface temperature maps of TRAPPIST-1e endowed with atmospheres
made of No and 376 ppm of COs, and for various atmospheric pressures (10 mbar, 0.1 bar, 1 bar, 4 bar
and 10 bar). Solid line contours correspond to the delimitation between surface liquid water and sea
water ice. The Figure in the bottom right panel indicates in blue, black and red the minimum, mean,
and maximum surface temperatures, respectively. Note that the planets were assumed to be initially
cold (T = 210 K everywhere) and completely covered by water ice.
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nightside). Thanks to the synchronous rotation, the received stellar lux (F~904 W m~2) is sufficient
to maintain a least a patch of liquid water at the substellar point, even in the absence of a background
atmosphere. This configuration is usually known as the eyeball regime (Pierrehumbert, 2011).

This situation is similar to that of Proxima Cen b (Anglada-Escudé et al., 2016). This potentially
rocky (most probable mass of 1.4Mg) planet orbiting the closest star from our Sun receives within
uncertainties nearly the same amount of stellar energy (F~890 W m~2) as TRAPPIST-le. Two
studies with two different GCMs (Turbet et al., 2016; Boutle et al., 2017) showed that a water-rich
and synchronous scenario for Proxima b generates a substellar surface ocean. The reader is refered
to Turbet et al. (2016) (in particular, their Figure 1) for a detailed discussion on the possible climate
regimes on TRAPPIST-1e, analogous to Proxima Cen b.

We performed several 3D GCM simulations (see Fig 4.13), assuming a cold start (T = 210 K
everywhere, full water ice coverage). We find that for any atmosphere, TRAPPIST-1e always ends up
with surface liquid water, at least in the substellar region. This would hold even with no background
atmosphere at all; in this case, the atmosphere would be composed of water vapor. Starting from this
point, adding greenhouse gases to the atmosphere would increase the mean surface temperature and
increase the size of the patch of liquid water. We not only confirm here that the case of TRAPPIST-1e
is analogous to Proxima Cen b, but we also show that, due to the lowered albedo of water ice around
TRAPPIST-1, these conclusions do not depend on the initial state.

In summary, if 1) TRAPPIST-1e is in synchronous rotation and 2) is water-rich, then the planet
should have a patch of liquid water at its substellar point, whatever its atmosphere (as thin or thick
as wanted) and whatever its initial state (fully glaciated or not). This result must hold for any
arbitrary atmospheric composition, unless a tremendous anti-greenhouse effect occurs (e.g. absorption
by stratospheric methane, or absorption and reflection by photochemical hazes), or unless a tremendous
greenhouse effect (by a thick Venus-like atmosphere, for example) raises the mean surface temperature
above the critical point of water (647K). These possibilities will be explored in details in future studies.

If low density estimates of TRAPPIST-1e (Gillon et al., 2017; Wang et al., 2017) were to be
confirmed in the future, indicating that the planet could have retained large quantities of water,
TRAPPIST-1e would thus become a fantastic candidate for habitability outside our Solar System.
More generally, TRAPPIST-1e together with Proxima Cen b highlight a new type of planets that are
very likely to sustain surface liquid water, and that are therefore extremely promising for habitability
prospects.

4.10.3 The habitability of outer planets

Besides TRAPPIST-1e, the three outer planets of the system (TRAPPIST-1f, g and h) are interesting
probes to study habitability outside our Solar System.

4.10.3.1 Surface habitability cannot be sustained with background gases only

From the set of simulations described in Section 4.7.1 and extended to atmospheric pressures as thick
as 4 bar, we find that none of the 3 TRAPPIST-1 outer planets (f, g and h) are able to maintain surface
liquid water, assuming a background atmosphere - not able to generate a significant greenhouse effect
- that would only be made of No, CO or O (with H2O included as a variable species).

It tells us that TRAPPIST-1f, g and h need to build up greenhouse gases in their atmosphere



182 Chapter 4. Possible climates of TRAPPIST-1 planets

(e.g. COq, CHy, NH3, Hy, etc.) to sustain surface habitability. We explore this possibility in the next
sections.

4.10.3.2 Minimum CQO; content required for surface habitability

Using 3D and 1D (with our one-dimensional cloud-free climate model (Wordsworth et al., 2010b) that
uses the same physical package than the 3-D LMD Generic GCM described in Section 4.5) simulations
of planets endowed with thick COs-dominated atmospheres, we find that:

1. Planet f can maintain surface liquid water for COz-dominated atmosphere thicker than ~ 1 bar.
Note that a warm solution is possible for lower CO9 atmospheric pressures, although CO45 would
condense on the surface, leading to a complete atmospheric collapse.

2. Planet g can maintain surface liquid water for CO2-dominated atmospheres thicker than ~ 5 bar.

3. Planet h is not suitable for surface liquid water, whatever the thickness of the CO5 atmosphere is,
and even when maximizing the radiative effect of COs ice clouds (parameterized following Forget
et al. 2013). In fact, Figure 4.9 also tells us that TRAPPIST-1h is unable to build up a COq
atmosphere, whatever the background gas content. For a 1 bar N9 atmosphere, TRAPPIST-1h
should not be able to build up more than a few tens of ppm of COs in the atmosphere.

Our results are roughly in agreement with the reference papers by Kopparapu et al. (2013) and
Kopparapu et al. (2014) on habitability. We note however that the recent paper by Wolf (2017), which
finds that COz-dominated atmospheres as thick as 30 bar cannot warm the surface of TRAPPIST-1f
and g above the melting point of water, is at odd with our results, and more generally, with the
related literature. We believe that the discrepancy comes potentially from the fact that Wolf (2017)
underestimated in his calculations the effect of the lowered albedo of ice / snow around cool stars
(mean water ice albedo of 0.21 around TRAPPIST-1) due to the shape of its reflectance spectrum, as
supported by experimental data (Warren and Wiscombe, 1980; Joshi and Haberle, 2012). This would
suppress the runaway glaciation positive feedback invoked by Wolf (2017).

The discrepency could also come from differences in the radiative treatment of COs-rich atmo-
spheres. We used here the parameterization of COs absorption lines following Wordsworth et al.
(2010a), using updated line intensities and positions, and half-width at half-maximum from HITRAN-
2012 (Rothman et al., 2013), sublorentzian line shape of Perrin and Hartmann (1989) and Collision-
Induced Absorptions (CIA) of Gruszka and Borysow (1997) and Baranov et al. (2004). Wolf (2017)
used instead COq cross sections from Wolf and Toon (2013), based on HITRAN-2004, and did not in-
clude the effect of Collision Induced Absorptions (CTA) and dimer absorptions despite their importance
when modelling thick CO9 atmospheres (Wordsworth et al., 2010a; Turbet and Tran, 2017).

More generally, using our 1D / 3D GCM simulations, we find that the outer edge of the classical
Habitable Zone around TRAPPIST-1 (using the TRAPPIST-1 synthetic spectrum, and for an atmo-
sphere of 70 bar of COs) lies around 306 W m~2 (Seg = 0.225). This value is slightly higher than the
one (302 W m~2; Seg = 0.221) given in Kopparapu et al. (2013).

We explored the effect of 1) gravity, 2) rotation mode, 3) changing the stellar spectrum (from
synthetic to blackbody), and 4) including the radiative effect of COs ice clouds, and found that their
cumulative effect on the limit of the outer edge of the Habitable Zone should not exceed roughly
30 W m~2 in the context of the TRAPPIST-1 exoplanetary system.
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4.10.3.3 The case of TRAPPIST-1h

TRAPPIST-1h is a poor candidate for surface habitability, and here are the following reasons why:

e As explained in Section 4.8.1, TRAPPIST-1h is unable to accumulate a dense COg atmosphere
(because of surface condensation) that could warm the surface and favor surface habitability.

e As shown in Section 4.9, even 1) when considering an unlikely scenario where a CHy thick
atmosphere would have been built, and even 2) when neglecting the radiative cooling of photo-
chemical hazes, we find that (see Fig 4.12) CHy-dominated atmospheres are unable to raise the
mean surface temperature of TRAPPIST-1h above ~ 160 K for an atmosphere made of 1 bar of
Ny and CHy content lower than 1 bar. This result is mostly due to the anti-greenhouse effect of
stratospheric methane.

e Hs, through Collision Induced Absorptions, is an extremely powerful greenhouse gas that could
potentially warm the surface of TRAPPIST-1h well above the melting point of water (Stevenson,
1999; Pierrehumbert, 2011; Luger et al., 2017b). However, given the small size of the planet,
and given the preliminary results of transit spectroscopy with HST (De Wit et al., 2016), the
possibility of an Ho-rich atmosphere around TRAPPIST-1h seems unlikely.

4.11 Conclusions

In this paper we have used sophisticated numerical models (a N-body code and a Global Climate
Model) to better constrain the nature of the TRAPPIST-1 planets. The main conclusions of our
paper are summarized below:

Tidal dynamics constraints

We showed that, given the low eccentricities derived from our N-body numerical simulations, the
seven planets of the TRAPPIST-1 system are very likely in synchronous rotation today, with one side
permanently facing their ultra-cool host star TRAPPIST-1, and one side in the permanent darkness.

Using the same N-body simulations, we also showed that tidal heating is expected to be the
dominant process of internal heating for the three inner planets of the system (TRAPPIST-1b, ¢ and
d). Tidal heating could play a significant role on TRAPPIST-1e (given that TRAPPIST-1 seems to
be an old system and that radiogenic heating should have decreased), but should have a much less
pronounced effect on the three outer planets (TRAPPIST-1f, g and h).

Climate diversity constraints

Assuming that the TRAPPIST-1 planets are all in synchronous rotation today, we detail below the
main conclusions of our paper regarding the possible climates of TRAPPIST-1 planets:

e Airless planets should remain airless. TRAPPIST-1 planets are exposed to X/EUV radiation
and stellar wind atmospheric erosion, and could have lost their atmosphere earlier in their history. We
showed that planets that - at some point - completely lost their atmosphere are more likely to remain
airless.
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1. Planets that have a low internal heat flux (e.g. TRAPPIST-1e, f, g and h) have to accumulate
very large quantities of volatiles on their nightside before a runaway greenhouse process re-forms
a global atmosphere.

2. Planets that have a large internal heat flux (e.g. TRAPPIST-1b, ¢ and d) would struggle to store
and protect volatiles located on their nightside. The warmer temperature of the nightside should
be responsible for the formation of a residual atmosphere that would be exposed to atmospheric
escape.

However, both TTV analysis of the planets and the compact, resonant architecture of the system
suggest that each of the TRAPPIST-1 planets could still be endowed with various volatiles today.
Assuming that the four TRAPPIST-1 outer planets (e, f, g and h) were able to retain various volatiles
in their atmosphere, surface or subsurface, we summarize the last part of our results below:

¢ Background atmospheres are stable regarding atmospheric collapse. TRAPPIST-1 plan-
ets are all highly resistant to complete atmospheric collapse of No or any other background gas (CO,
O2). Around 10 millibar of Ny or any other background gas should suffice to avoid surface condensa-
tion on the nightside of the TRAPPIST-1 planets. This is an essential property, because background
gases can prevent the more volatile species (COg, NHs, etc.) from collapsing on the nightside.

e COs-dominated atmospheres are sensitive to atmospheric collapse and gravitational
burial. If TRAPPIST-1e, f, and g outer planets have a COs-dominated atmosphere, this atmosphere
must be very thick.

1. Thin CO; atmospheres would collapse permanently on the nightside of the planets. For example,
a Mars-like atmosphere would be unstable on TRAPPIST-1e, f, g and h.

2. Thick (multi-bar) CO2 atmospheres are found stable, thanks to an efficient greenhouse warming
and heat redistribution. For example, a Venus-like atmosphere would be stable on TRAPPIST-
le, f and g. Note however that TRAPPIST-1h is beyond the COs condensation limit.

If CO9 somehow starts to condense on the nightside of TRAPPIST-1 outer planets, it would form CO4
ice glaciers that would flow toward the substellar region. A complete CO3 ice cover is not possible
for TRAPPIST-1f and the inner planets because they receive an insolation that is greater that the
runaway greenhouse threshold for COs. A complete COs ice cover is found possible on TRAPPIST-1g
and h only, although the CO, ice glaciers should be gravitationally unstable and get buried beneath
the water ice shell (if present) in geologically short timescales. COgy could be permanently sequestred
underneath the water ice cover, in the form of CO» clathrate hydrates or dissolved in a subglacial water
ocean. This makes the presence of surface COs ice deposits rather unlikely on water-rich, synchronous
planets.

e Sustaining continuously a CHy-rich atmosphere is challenged by photochemical destruc-
tion. Given TRAPPIST-1 planets large EUV irradiation (at least ~ 10% x Titan’s flux) and the large
photodissociation rates that are associated, sustaining continuously a CHy-rich (and NHs-rich, by anal-
ogy) atmosphere over TRAPPIST-1 lifetime is difficult. Calculations of the surface temperatures of
the three TRAPPIST-1 outer planets (f, g and h), under a CHy-rich atmosphere, indicate that:
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1. their surface (even on the nightside) should be too warm to sustain oceans of methane and/or
ethane.

2. their surface should be to cold to sustain surface liquid water. This is mostly due to the anti-
greenhouse effect of photochemical hazes and stratospheric methane. The planets could then
more likely be covered by water ice.

Photochemical hazes when sedimenting could thus form a surface layer of tholins that would progres-
sively thicken - over the age of the TRAPPIST-1 system - above the surface.

The habitability of the TRAPPIST-1 system.

Remarkably, provided a sufficient HoO reservoir is present, TRAPPIST-1e is very likely to sustain
surface liquid water, at least in the substellar region. This stems from the synchronous rotation coupled
to an ideal insolation, and is independent of the atmospheric background content (from no atmosphere
at all, to a thick atmosphere of hundreds of bar). The HoO reservoir should be large enough to avoid
trapping on the nightside.

Conversely, TRAPPIST-1f, g and h are unable to sustain surface habitability only with background
gases (i.e. a rather transparent atmosphere that can ensure the transport of heat and the pressure
broadening of absorption lines of greenhouse gases). ~ 1 bar of COs (respectively ~ 5 bar) would be
needed to raise the surface temperature above the melting point of water on TRAPPIST-1f (resp. g).
A thick CH4 atmosphere should be unable to sustain surface habitability on TRAPPIST-1f, g and h.

TRAPPIST-1h is unable to sustain surface habitability with No, CO4, CHy, etc. only. This could
only be achieved with an unlikely, thick Ho-dominated atmosphere.

Future atmospheric exploration of the TRAPPIST-1 system with the James Webb Space Telescope
and other forthcoming astronomical observatories is extremely promising. TRAPPIST-1 planets are
about to become invaluable probes for comparative planetary science outside our Solar System and
possibly habitability. The results of our paper could serve to prepare and then interpret the future
observations of the TRAPPIST-1 system and analogous. The various numerical climate simulations
presented in this paper will actually be used in follow-up papers to provide the community with
synthetic observables (transit spectra, phase curves, and secondary eclipses), that should be directly
comparable with future JWST observations. Eventually, we remind the reader that the results of this
paper can be applied to any other cool Earth-sized planets orbiting in synchronous rotation around
any cool to ultra-cool star.
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Figure 5.1: Map of valley networks identified by Hynek et al. (2010) using THEMIS data on top of
a MOLA topography map from high (red) to low (blue) elevation. Line colors on represent inferred
valley ages determined by the youngest terrain unit they incise (blue, Amazonian; purple, Hesperian;
red, Noachian). AP stands for Alba Patera; AT, Arabia Terra; HB, Hellas Basin; NT, Noachis Terra.
From Hynek et al. (2010).

5.1 Preamble

The most striking evidence that liquid water flowed on ancient Mars is the valley networks. Almost all
the valley networks visible today on Mars are dated from the Late Noachian era (Hynek et al., 2010).
Yet, a few of them formed much later. This is illustrated in Figure 5.1 where the position of all the
known (as of 2010) valley networks is mapped (Hynek et al., 2010). Valley networks are separated in
three categories, as a function of their age: Noachian (red), Hesperian (purple) and Amazonian (blue).

The detection of these late valley networks is intriguing because it demonstrates that liquid water
flowed on Mars at multiple epochs (and for extended periods of time) during Mars history. More
specifically, Mangold et al. (2004) reported the discovery of a dendritic, very mature valley network
in the Valles Marineris area. Mangold et al. (2004) argued that this type of valley networks requires
(1) atmospheric precipitation and (2) a lot of time to form. This indicates that the environment of
Mars (atmosphere, surface temperatures, etc.) was favorable for liquid water to flow and remain stable
relatively late in the Martian history.

Interestingly, more or less at the same epoch and in the same region of Mars, the large outflow
channels of Mars were carved by flowing water coming most likely from subsurface aquifers (Clifford,
1993; Clifford and Parker, 2001). Many have speculated that these sudden discharge of possibly warm,
liquid water could have induced a climate change on Mars, warming the surface and the atmosphere,
and producing precipitation that could potentially have formed late-stage valley networks on Mars.
This idea is illustrated schematically in Figure 5.2.

Using sophisticated 3-D numerical climate models, I explored how outflow channel formation events
could have affected both qualitatively and quantitatively the climate of Mars to assess whether or not
they could be responsible for the formation of some of the late valley networks. This chapter is based
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Figure 5.2: Schematic view of how outflow channel formation events could have induced precipitation
on Mars. Warm liquid water is released from subsurface aquifers. The flow triggers a climate change
by warming the surface, the atmosphere, and injecting water vapor in the atmosphere. This produces
precipitation that could form some valley networks. Credit: N. Chaniaud.
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on a paper published in Icarus in May 2017. The full reference is: Martin Turbet, Francois Forget,
James W. Head & Robin Wordsworth, 3D modelling of the climatic impact of outflow chan-
nel formation events on early Mars, Icarus, 2017 (http://adsabs.harvard.edu/abs/2017Icar.
.288...10T).

5.2 Abstract

Mars was characterized by cataclysmic groundwater-sourced surface flooding that formed large outflow
channels and that may have altered the climate for extensive periods during the Hesperian era. In
particular, it has been speculated that such events could have induced significant rainfall and caused
the formation of late-stage valley networks. We present the results of 3-D Global Climate Model
simulations reproducing the short and long term climatic impact of a wide range of outflow channel
formation events under cold ancient Mars conditions. We find that the most intense of these events
(volumes of water up to 107 km? and released at temperatures up to 320 Kelvins) cannot trigger long-
term greenhouse global warming, regardless of how favorable are the external conditions (e.g. obliquity
and seasons). Furthermore, the intensity of the response of the events is significantly affected by the
atmospheric pressure, a parameter not well constrained for the Hesperian era. Thin atmospheres
(P < 80 mbar) can be heated efficiently because of their low volumetric heat capacity, triggering the
formation of a convective plume that is very efficient in transporting water vapor and ice at the global
scale. Thick atmospheres (P > 0.5 bar) have difficulty in producing precipitation far from the water
flow area, and are more efficient in generating snowmelt. In any case, outflow channel formation events
at any atmospheric pressure are unable to produce rainfall or significant snowmelt at latitudes below
40°N. As an example, for an outflow channel event (under a 0.2 bar atmospheric pressure and 45°
obliquity) releasing 106 km? of water heated at 300 Kelvins and at a discharge rate of 109 m?® s71,
the flow of water reaches the lowest point of the northern lowlands (around ~ 70°N, 30°W) after
~ 3 days and forms a 200m-deep lake of 4.2x10° km? after ~ 20 days; the lake becomes entirely
covered by an ice layer after ~ 500 days. Over the short term, such an event leaves 6.5x10% km? of ice
deposits by precipitation (0.65% of the initial outflow volume) and can be responsible for the melting
of ~ 80 km? (0.008% of the initial outflow volume; 1% of the deposited precipitation). Furthermore,
these quantities decrease drastically (faster than linearly) for lower volumes of released water. Over
the long term, we find that the presence of the ice-covered lake has a climatic impact similar to a
simple body of water ice located in the Northern Plains.

For an obliquity of ~ 45° and atmospheric pressures > 80 mbar, we find that the lake ice is
transported progressively southward through the mechanisms of sublimation and adiabatic cooling.
At the same time, and as long as the initial water reservoir is not entirely sublimated (a lifetime of
10° martian years for the outflow channel event described above), ice deposits remain in the West
Echus Chasma Plateau region where hints of hydrological activity contemporaneous with outflow
channel formation events have been observed. However, because the high albedo of ice drives Mars to
even colder temperatures, snowmelt produced by seasonal solar forcing is difficult to attain.
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5.3 Introduction

During the Late Hesperian epoch of the history of Mars (about 3.1-3.6 Gyrs ago; Hartmann and
Neukum 2001), the large outflow channels observed in the Chryse Planitia area are thought to have
been carved by huge water floods caused by catastrophic and sudden release of groundwater (Baker,
1982; Carr, 1996). It has been speculated that such events could have warmed the climate and
possibly explain the contemporaneous formation of dendritic valley networks observed in the nearby
Valles Marineris area and on the flanks of Alba Patera, Hecates Tholus, and Ceraunius Tholus, and
that have been interpreted to be precipitation-induced (Gulick and Baker, 1989, 1990; Baker et al.,
1991; Gulick et al., 1997; Gulick, 1998, 2001; Mangold et al., 2004; Quantin et al., 2005; Weitz et al.,
2008; Santiago et al., 2012). Although the Late Hesperian epoch is thought on the basis of geology
and mineralogy to have been cold (Head et al., 2004; Bibring et al., 2006; Ehlmann et al., 2011), the
characteristics of these dendritic valleys suggest that the valleys were formed under persistent warm
conditions (.e.g, Mangold et al. 2004). First, their high degree of branching is interpreted to indicate
formation by precipitation. Second, their high drainage densities - evidence of their high level of
maturity - and the presence of inner channels favor the presence of stable liquid water for geologically
long periods of time (Craddock and Howard, 2002). Third, sedimentary morphologies observed in the
region of Valles Marineris (Quantin et al., 2005) suggest a fluvial and lacustrine environment. Under
this hypothesis, the warm liquid water floods that formed the outflow channels would inject water
vapor into the atmosphere, a powerful greenhouse gas that could trigger a significant warming period
possibly leading to long lasting pluvial activity (rainfall).

In this paper, we use a 3-Dimensional Global Climate Model (LMD GCM) to explore the global
climatic impact of outflow channel water discharge events on a Late Hesperian Mars over a range
of temperatures and atmospheric pressures. These bursts of warm liquid groundwater outflows onto
the surface can trigger strong evaporation, possibly leading to global climate change. How warm and
how wet was the atmosphere of Late Hesperian Mars after such major outflow channel events? The
climatic effect of relatively small and cool groundwater discharges has been studied on a regional scale
(Kite et al., 2011a) and localized precipitation is indicated. In this contribution, we investigate the
climatic impact at a global scale of a wide range of possible outflow channel events, including the case
of the most intense outflow events ever recorded on Mars (Carr, 1996). Our work focuses on both (1)
the direct short-term climate change due to the initial strong evaporation of water vapor and (2) the
long-term change of the water cycle due to the presence of liquid water and ice at non-stable locations.

When a warm liquid water flow reaches the surface, strong evaporation occurs and the total evapo-
ration rate increases with the temperature and the surface area of the flow. In term of energy budget,
a 300K warm liquid water flow can potentially convert ~ 5% of its total mass into water vapor before
freezing starts. The injected water vapor will have a major role on the radiative budget of the planet.
First, water vapor is a greenhouse gas that can absorb ground thermal infrared emission efficiently.
Second, water vapor can condense to form clouds. In the process, large amounts of latent heat can bhe
released in the atmosphere. The clouds can reflect the incoming solar flux as well as contribute to an
additional greenhouse effect, depending on their height and the opacity of the background atmosphere,
which depends on the total atmospheric pressure.

To study the global climatic effect of localized outflow channel events, 3D Global Climate Models
are particularly relevant because they not only model the physical processes described above, but also
the 3D dynamical processes that play a major role in climatic evolution. In particular, we show in this
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paper that 3D dynamical processes (horizontal advection, in particular) are key to understanding the
relaxation timescale of the Late Hesperian martian atmosphere immediately following major outflow
channel events.

5.4 Background

5.4.1 Outflow channels
5.4.1.1 Description

Outflow channels are long (up to ~ 2000 km) and wide (up to ~ 100 k) valleys that were sculpted by
large-scale debris-laden water flows (Baker, 1982; Baker et al., 1992; Carr, 1996). The most prominent
martian outflow channels are located in the circum-Chryse area and debouch in the Chryse Planitia
itself (Carr, 1996; Ivanov and Head, 2001).

Several processes have been suggested to have caused such outburst floods (Kreslavsky and Head,
2002). It is likely that the water that was released during these events come from subsurface aquifers
(Clifford, 1993; Clifford and Parker, 2001). In this scenario, the temperature of the extracted subsurface
water is controlled by the geothermal gradient and thus would depend on its initial depth of origin.
During the Late Hesperian, when outflow channel events largely occured, this gradient could have
been locally higher (Baker, 2001), because the circum-Chryse area is close to the volcanically active
Tharsis region (Cassanelli et al., 2015). Therefore, the discharged water could have reached the surface
at a maximum temperature of tens of degrees above the freezing point (Kreslavsky and Head, 2002).
We note that the run-away decomposition of COs clathrate hydrate (Milton, 1974; Baker et al., 1991;
Hoffman, 2000; Komatsu et al., 2000), proposed as a possible mechanism for the origin of the outflow
water, cannot produce water temperature greater than 10K above the freezing point. To a first
approximation, and from a climatic point of view, the only difference between these two processes of
liquid water discharge is the temperature of the water. Thus, we considered in this paper various cases
ranging from 280 Kelvins to 320 Kelvins (see section 5.8.1).

Whatever the physical process operating, large amounts of water released at very high rates are
needed at the origin of the water flow in order to explain the erosion of the circum-Chryse outflow
channels. The quantity of water estimated to erode all the Chryse basin channels is ~ 6 x 10% km3
assuming 40% by volume of sediment (Carr, 1996) but could possibly be much more if one assume
lower sediment loads (Kleinhans, 2005; Andrews-Hanna and Phillips, 2007), which is, for example the
case on Earth (~0.1% of sediment by volume).

The different estimates of outflow channel single-event volumes, discharge rates and durations lead
to a wide range of results, but two endmember scenarios can be defined and explored. On the one hand,
some researchers estimated that only a limited number of very intense (volume up to 3 x 10° km3,
discharge rates up to 10° m3 s~!) outflow channel formation events actually occured (Rotto and
Tanaka, 1992; Baker et al., 1991; Komatsu and Baker, 1997).

On the other hand, more recently, other researchers argued that outflow channels were formed by
numerous individual small events (Andrews-Hanna and Phillips, 2007; Harrison and Grimm, 2008).
This latter work implies water volumes from hundreds to thousands of km3, discharge rates of 106-107
m? s7! for individual events and a minimum period between successive single events of ~ 20 martian
years. These endmember estimates differ by several orders of magnitude, but in this paper, we explored
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the full range.

5.4.1.2 Fate of the outflow channel liquid water flow

In this section, we provide a description of the possible fate, and calculations of the possible velocities,
of the outflow channel water; these will serve as input for the description of the liquid water runoff
under various conditions in the GCM simulations.

The ejected liquid water flows from the circum-Chryse area all inevitably debouch into the basin
of Chryse. However, Chryse Planitia is not a closed basin and if the total amount of water released in
a single event is high enough, the water will spill into the Northern Plains (Ivanov and Head, 2001),
flowing down on slopes inclined at ~0.03° for more than 2000km. This is an important point because,
as the wetted area of the flow increases, the total rate of evaporation rises. The fate of the outflow
channel liquid water flow can be subdivided into two steps:

1. First, the ground-surface liquid water flows ’inside’ the outflow channels. The Reynolds Number
Re of such flows is given by

Re = pU.R./ u, (5.1)

with U, the mean water flow velocity in the channel, R, the hydraulic radius (see below) of the channel,
p the density and u the viscosity of the flow. For most of the outfow channel events, this number
must have been orders of magnitude higher than 500 (Wilson et al., 2004), meaning that the released
ground water flows were turbulent.

The most accurate way (Bathurst, 1993; Wilson et al., 2004) to calculate the mean velocity of such
flows is to use the Darcy-Weisbach equation:

U, = (8gResina/f.)"/?, (5.2)

with ¢ = gmars = 3.71 m s~2 the gravity on Mars, a the slope angle of the channel and f, a dimen-
sionless friction factor which mostly depends on the bed roughness z. and the water depth h of the
flow. This factor can be expressed as follows (Wilson et al., 2004):

(8/f)!/? = a logyo(Re/z) + b, (5.3)

with a and b two empirical coefficients, which are respectively equal to 5.657 and 6.6303 if the bed
roughness z. (2. — 1072 m here) is fixed (Knudsen and Katz, 1958): This leads equation (5.2) to the
following equation:

U, = (gResina)"? (a logio(Re/z.) +b). (5.4)

The hydraulic radius R, is defined as the cross-sectional area of the channel divided by its wetted
perimeter:

Re ~ (W, h)/ (W, + 21), (5.5)

with W, the channel width and h the flow depth. Because outflow channels are wider than deep
(We ~ 10-100 km wide but h < 1 km deep), the hydraulic radius R, can be replaced by the depth of
the water flow h.
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Figure 5.3: Estimates of mean flow velocity (left) and mean flow depth (right) for 1. (blue) the case
of a 100 km-wide channel flow on an ~ 0.1° slope angle and 2. (grey) the case for the same flow spilling
onto the Northern Plains of Mars (~ 2000 km-wide and slope angle ~ 0.03°). These quantities were
calculated for a wide range of water discharge rates, using the Darcy-Weisbach equation.

To estimate the velocity of the flow according to its discharge rate @ = U.W_ h, we solve equation
(5.4) using the Lambert special function W defined by z = W {(ze®). We obtain:

3 In10 Q 3
h = . 1 3b (5.6)
2a Wc(981na)2 W( 3><3102a In 10 ; Q)

2a z.2 We(gsina)?2

and

Nl

3 .
Uc _ 2a z.2 We(gsina)

24 (gSinOé)%W< 3><10% In 10 Q) % 1
( ) Q5. (5.7)

T
3 In10 W2

The high concentrations of sediments in the flows (up to 40% of the volume) can increase the volumetric
mass density p (initially of pyater ~ 1000 kg m™3) by a factor of 2 and the viscosity p (initially
of Lwater,300K ~ 8x107* Pa s) by a factor of 16 (Andrews-Hanna and Phillips, 2007), reducing by
almost 10 the corresponding Reynolds Number. Nonetheless, since both the sediment load (from
0.1 to 40 %) and the dependence of the friction factor f. on the Reynolds Number Re, are poorly
known (Andrews-Hanna and Phillips, 2007), their effects were not taken into account in the flow
depth/velocity calculations.

2. As soon as the water flow leaves its channel and reaches Chryse Planitia, the width of the
flow strongly increases (up to 2000 km) and the slope angle decreases down to 0.03°. The mean flow
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velocity and height both decrease (Figure 5.3) whereas the wetted area increases significantly, leading
to even more evaporation. The water will eventually end up in the main topographic depression of
Vastitas Borealis (around -30°/70° in longitude/latitude) building up with time. If the volume of
water released by the outflow channel event is higher than ~ 2.6x10% km?, the water will spill from
the North Polar basin to the Utopia Basin, filling it potentially up to 1.1x10% km?® (Ivanov and Head,
2001). If the volume of water exceeds 3.7x105 km3, the two basins become connected. They can be
filled up to a few tens of millions of km?3.

Once the flow stops, some water will possibly remain in local topographic depressions such as
impact craters or tectonic basins, thereby contributing to extended evaporation.

If the volume of water or the temperature of the flow are too low, the liquid water flow can
potentially freeze before reaching the lowest points of the northern lowlands. This would likely occur
only for the weakest outflow channel events (low volumes/discharge rates/temperatures), and we do
not discuss this possibility further in this work.

5.4.2 Late Hesperian Climate

Late Hesperian Mars was likely to have been cold and dry globally, as suggested by the weak oc-
curence of well-developed valley networks (Carr, 1996; Fassett and Head, 2008a; Harrison and Grimm,
2005), the absence of observed phyllosilicates within layered deposits (Bibring et al., 2006; Chevrier
et al., 2007; Carter et al., 2013), and the low erosion rates inferred from impact craters morphologies
(Craddock and Maxwell, 1993; Golombek et al., 2006; Quantin et al., 2015).

As suggested by the stability of liquid water, and as supported by using the size distribution of
ancient craters (Kite et al., 2014), the atmosphere of Mars at the end of the Noachian epoch was
likely to have been thicker than the ~ 8 mbar present day atmosphere. From the Noachian-Hesperian
transition to the Late Hesperian era, magmatism may have been responsible for the build up of up to
400 mbar of COg in the atmosphere (Grott et al., 2011, Figure 4). In fact, it is during the period of
formation of the outflow channels that the release of gaseous COs could have been at its maximum
(Baker et al., 1991; Gulick et al., 1997): 1. Up to 100 mbar of CO2 could have been released by
the contemporaneous Tharsis volcanism; 2. up to 60 mbar of COs per volume of 106 km? of outflow
waters if produced by clathrate destabilization; and 3. up to 20 mbar of CO per volume of 10° km? of
outflow waters if coming from highly pressurized groundwater reservoirs saturated in COy. However,
most recent estimates of the several COg loss processes (photochemical escape, effect of solar wind,
sputtering, impact erosion, loss to carbonates, etc.; summarized in Forget et al. 2013, section 3)
suggest that, in spite of the previously mentioned high estimates of CO9 outgassing amounts, it is
very unlikely that the atmosphere of Late Hesperian Mars was thicker than 1 bar (Lillis et al., 2017;
Dong et al., 2018b). In other words, there are currently no known physical/chemical processes that
could accommodate the loss of an atmosphere at pressures of more than 1 bar.

To summarize, the Late Hesperian atmosphere was probably thicker than 8 mbar and thinner
than 1 bar, but the actual surface pressure is still a matter of debate. In this paper, we find that
the thickness of Late Hesperian Mars atmosphere plays an important role in relation to the climatic
impact of outflow channel formation events. We chose to explore a wide possibility of atmospheric
surface pressures, ranging from 40 mbar to 1 bar.



198 Chapter 5. Environmental effect of outflow channel events on ancient Mars

5.5 Model description

5.5.1 The Late Hesperian Global Climate Model

In this paper we use the 3-Dimensions LMD Generic Global Climate Model, specifically developed for
the study of the climate of ancient Mars (Forget et al., 2013; Wordsworth et al., 2013), and adapted
here for the study of the influence of outflow channel events on Mars climate during the Late Hesperian.

This model is originally derived from the LMDz 3-dimensional Earth Global Climate Model (Hour-
din et al., 2006), which solves the basic equations of geophysical fluid dynamics using a finite difference
dynamical core on an Arakawa C grid.

The same model has been used to study many different planetary atmospheres including Archean
Earth (Charnay et al., 2013), a highly irradiated 'future’ Earth (Leconte et al., 2013a), Pluto (Forget
et al., 2017), Saturn (Guerlet et al., 2014; Spiga et al., 2015) and exoplanets (Wordsworth et al., 2011;
Leconte et al., 2013b; Forget and Leconte, 2014; Bolmont et al., 2016a; Turbet et al., 2016, 2017b).

Most of the simulations presented in this paper were performed at a spatial resolution of 96 x 48
(e.g. 3.75° x 3.75°; at the equator, this gives in average 220 km x 220 km) in longitude / latitude.
This corresponds approximately to twice the horizontal resolution used and eight times the calculation
time needed in the work done by Forget et al. (2013) and Wordsworth et al. (2013). For this reason, a
parallelized version of the GCM was used to deal with the long computation times. We explored the
influence of the horizontal resolution (up to 1° x 1° / 360 x 180 grid in longitude / latitude) and did
not find any significant discrepency compared with the 96 x 48 lower resolution simulations.

In the vertical direction, the model is composed of 15 distinct atmospheric layers, generally covering
altitudes from the surface to ~ 50 km. Hybrid o coordinates (where o is the ratio between pressure
and surface pressure) and fixed pressure levels were used in the lower and the upper atmosphere,
respectively. The lowest atmospheric mid-layers are located around [18, 40, 100, 230, ..] meters and
the highest at about [.., 20, 25, 35, 45| kilometers.

We used the present-day MOLA (Mars Orbiter Laser Altimeter) Mars surface topography (Smith
et al., 1999; Smith et al., 2001), and we considered that most of the Tharsis volcanic load was largely
in place by the end of the Hesperian epoch (Phillips et al., 2001).

We set the obliquity of Mars at 45° to be consistent with both the most likely obliquity (41.8°)
for ancient Mars calculated by Laskar et al. (2004) and one of the reference obliquities (45°) used in
Wordsworth et al. (2013). The sensitivity of obliquity (and more generally of the seasonal effects) is
discussed in section 5.6.

To account for the thermal conduction in the subsurface, we use an 18-layer thermal diffusion soil
model that originally derives from Hourdin et al. (1993) and has been modified to take into account
soil layers with various conductivities. The mid-layer depths range from dg ~ 0.1 mm to di7 ~ 18 m,
following the power law d, = dp x 2" with n being the corresponding soil level, chosen to take into
account both the diurnal and seasonal thermal waves. We assumed the thermal inertia of the Late
Hesperian martian regolith to be constant over the entire planet and equal to 250 J m~2 s~ /2 K=,
This is slightly higher than the current Mars global mean thermal inertia in order to account for the
higher atmospheric pressure.

Subgrid-scale dynamical processes (turbulent mixing and convection) were parameterized as in
Forget et al. (2013) and Wordsworth et al. (2013). The planetary boundary layer was accounted for
by the Mellor and Yamada (1982) and Galperin et al. (1988) time-dependent 2.5-level closure scheme,
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Physical parameters Values

Mean Solar Flux 465 W m~2 (79% of present-day)
Obliquity 45°

Bare ground Albedo 0.2

Liquid water Albedo 0.07

H>0 and COs ice Albedos 0.5

Surface Topography Present-day

Surface Pressure 0.2 bar

Surface roughness coefficient 0.01 m

Ground thermal inertia 250 J m2 s /2 K1

Table 5.1: Physical Parameterization of the GCM.

and complemented by a convective adjustment which rapidly mixes the atmosphere in the case of
unstable temperature profiles (see section 5.5.1.3 for more details).

In the simulations that include outflow channel events, the dynamical time step is ~ 45 seconds
(respectively ~ 184 s for the control simulations). The radiative transfer and the physical param-
eterizations are calculated every ~ 15 minutes and ~ 4 minutes (respectively every ~ 1 hour and
~ 15 minutes for the control simulations).

5.5.1.1 Radiative Transfer in a CO3/H20 mixed atmosphere.

The GCM includes a generalized radiative transfer for a variable gaseous atmospheric composition
made of a mix of COy and HoO (HITRAN 2012 database, Rothman et al. 2013) using the ’correlated-
k’ method (Fu and Liou, 1992)) suited for fast calculation. For this, we decomposed the atmospheric
Temperatures / Pressures / Water Vapor Mixing Ratio into the following respective 7 x 8 x 8 grid:
Temperatures = {100,150, .. ,350,400} K; Pressures = {1076,1075, .. ,1,10} bar; H,O Mixing Ratio =
{1077,1075, .. ;1072,1071,1 } mol of HyO / mol of air (HoO+COs here).

COg collision-induced absorptions (Gruszka and Borysow, 1997; Baranov et al., 2004; Wordsworth
et al., 2010a) ) were included in our calculations as in Wordsworth et al. (2013), as well as the HoO
continuums. For this, we used the CKD model (Clough et al., 2005) with HyO lines truncated at
25 cm L.

For the computation, we used 32 spectral bands in the thermal infrared and 35 in the visible
domain. 16 non-regularly spaced grid points were used for the g-space integration, where g is the
cumulative distribution function of the absorption data for each band. We used a two-stream scheme
(Toon et al., 1989) to take into account the radiative effects of aerosols (CO3 ice and H2O clouds) and
the Rayleigh scattering (mostly by CO2 molecules), using the method of Hansen and Travis (1974).

In summary, compared to the radiative transfer calculation used in Wordsworth et al. (2013), we
utilized here a more recent spectroscopic database (HITRAN2012 instead of HITRAN2008) and built
new correlated-k coefficients suited for wet atmospheres (water vapor VMR up to 100%). In practice,
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the maximum water vapor Mass Mixing Ratio that was reached in our simulations (in the case of low
surface pressure simulations) was ~ 20%.

In addition, we chose a mean solar flux of 465 W.m~2 (79% of the present-day value of Mars;
35% of Earth’s present-day value; and 105% of the flux used in the Wordsworth et al. (2013) work),
corresponding to the reduced luminosity from standard solar evolution models (Gough, 1981) 3.0 Byrs
ago, during the Late Hesperian era. During this epoch, the Sun was also 1.5 % cooler (Bahcall et al.,
2001); we did not, however, include in our model the resulting shift in the solar spectrum.

It is worth nothing anyway that absolute ages are based here on crater counting and are therefore
not well constrained. For instance, the valley networks observed in West Echus Chasma Plateau are
2.9 to 3.4 billion years old (Mangold et al., 2004).

5.5.1.2 CO; and Water cycles

Both CO2 and HoO cycles are included in the GCM used in this work.

1. Carbon Dioxide is here the dominant gaseous species. In our model, CO2 can condense to
form COs ice clouds and surface frost if the temperature drops below the saturation temperature.
Atmospheric CO3 ice particles are sedimented and thus can accumulate at the surface. The COs ice
layer formed at the surface can sublimate and recycle the CO3 in the atmosphere. The COg ice on the
surface contributes to the surface albedo calculation: if the COs ice layer overpasses a threshold value
of 1 mm thickness, then the local surface albedo is set immediately to the albedo of CO4 ice (0.5 in
this work).

2. A self-consistent HoO water cycle is also included in the GCM. In the atmosphere, water
vapor can condense into liquid water droplets or water ice particles, depending on the atmospheric
temperature and pressure, forming clouds. At the surface, because the range of surface pressures
modeled in this work are well above the triple point 6 mbar pressure, liquid water and water ice can
coexist. Their contributions are both taken into account in the albedo calculation as in Wordsworth
et al. (2013).

The stability of liquid water / ice / COy ice at the surface is governed by the balance between
radiative and sensible heat fluxes (direct solar insolation, thermal radiation from the surface and the
atmosphere, turbulent fluxes) and thermal conduction in the soil. Melting, freezing, condensation,
evaporation, sublimation and precipitation physical processes are all included in the model.

5.5.1.3 Convective Adjustment

Outflow channel events result in the emplacement of warm liquid water, which leads to the sudden and
intense warming of the atmosphere. Global Climate Models (~ 200 km grid size for our simulations)
are not suited to resolve the convection processes as is done in the case of mesoscale models, which
have a typical km-size resolution (Kite et al., 2011a,b).

Moist convection was taken into account following a moist convective adjustment that originally
derives from the 'Manabe scheme’ (Manabe and Wetherald, 1967; Wordsworth et al., 2013). In our
scheme, relative humidity is let free and limited to 100%, since it is inappropriate here to use an
empirical value for relative humidity (versus altitude) that comes from Earth observations, as proposed
in the original scheme.

This scheme has been chosen instead of more refined ones because it is: 1. robust for a wide range
of pressures; 2. energy-conservative; and 3. it is the most physically consistent scheme for exotic
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(non Earth-like) situations such as the ones induced by outflow channel events. In practice, when
an atmospheric grid cell reaches 100% saturation and the corresponding atmospheric column has an
unstable temperature vertical profile, the moist convective adjustment scheme is performed to get a
stable moist-adiabatic lapse rate.

In our simulations, after major outflow channel events, large amounts of water vapor can be released
into the atmosphere and the water vapor can easily become a dominant atmospheric species. In fact
we recorded up to 20% water vapor Mass Mixing Ratios following intense outflow channels (in the
case of low surface pressure). Thus, we used a generalized formulation of the moist-adiabiat lapse
rate developed by Leconte et al. (2013a) (Supplementary Materials) to account for the fact that water
vapor can become a main species in our simulations.

In our model we also used the numerical scheme proposed by Leconte et al. (2013a) to account for
atmospheric mass change after the condensation or the evaporation of gases (water vapor in our case);
this calculation is usually neglected in most of the well-known Global Climate Models. More details
on the scheme can be found in Leconte et al. (2013a) (Supplementary Materials). This scheme comes
from previous work for the COg2 cycle on present-day Mars (Forget et al., 1998), where there is some
observational validation.

5.5.1.4 Parameterization of the precipitation events

H>O precipitation events were parameterized using a simple cloud water content threshold scheme
(Emanuel and Ivkovi-Rothman, 1999) as in Wordsworth et al. (2013). If the cloud water content
overpasses a threshold lp in a given atmospheric grid cell, precipitation occurs. We chose 1y to be
constant and equal to 0.001 kg/kg as in Wordsworth et al. (2013). Wordsworth et al. (2013) examined
the influence of 1y and found it to be very low (1K difference between 1p=0.001 and 0.01 kg/kg).

We note that the reevaporation of the precipitation is also taken into account in our numerical
scheme.

5.5.2 Control Simulations without outflow events

We performed control simulations in the conditions described above for 5 different surface pressures
(40 mbar, 80 mbar, 0.2 bar, 0.5 bar, 1 bar) and we obtained results which are consistent with
Wordsworth et al. (2013) and Forget et al. (2013). For these control runs, the three main differ-
ences between our work and Wordsworth et al. (2013) were: 1. the updated absorption coefficients
(now HITRAN 2012); 2. an increase of the solar luminosity (now 79% of Mars present-day value); and
3. the increase of the horizontal model resolution (from 32 x 32 to 96 x 48 in longitude x latitude).

Figure 5.4 shows the mean annual surface temperatures and the position of the stable ice deposits
for the reference case (0.2 bar) and the two surface pressure endmembers (40 mbar and 1 bar). The
mean annual surface temperatures are slightly lower than in Figure 3 in Wordsworth et al. (2013)
which were obtained for a fixed 100% relative humidity. It is also perhaps due to a slightly reduced
COg ice cloud warming effect at high spatial resolution. The stable surface ice deposit locations were
calculated using the ice equilibration algorithm of Wordsworth et al. (2013). Starting from a random
initial surface ice distribution, (1) we run the GCM for two martian years then (2) we extrapolate the
ice layer field hice evolution calculation using:

hice(t + nyears) = hice (t) + Nyears X Ahice» (58)
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Figure 5.4: Surface Temperatures (left) and HoO ice deposit (right) annual means for the control
simulations (at a 96 x 48 horizontal resolution) after ~ 800 martian years (or 30 loops of the ice iteration
scheme). Top, middle and bottom plots correspond respectively to control simulations performed at
40 mbar, 0.2 bar and 1 bar. Grey contours show the topography used in the simulation. Ice iteration
was performed every 2 years, with a 100-year timestep used for the first five iterations and 10-year

timesteps used thereafter.
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with Ahjce the annual mean ice field change of the one-martian-year previous simulation and nyears
the number of years requested for the extrapolation. Then, (3) we eliminate of seasonal ice deposit
and (4) we normalize the extrapolated ice field by the initial ice inventory to conserve the total ice
mass. Eventually, (5) we repeat the process.

This algorithm has been shown (Wordsworth et al., 2013) to be insensitive to the proposed initial
ice field location at the beginning of the simulation, at least assuming that the scheme has been
repeated a sufficient number of times.

In total, for our control simulations, we performed the scheme 30 times, with 7years=100 for the
first 5 loops and nyears=10 for 20 more loops for a resolution of 32 x 32. Then, we ran the algorithm
5 more times at the increased resolution of 96 x 48 to obtain a stable initial state necessary for the
implementation of outflow channel events.

We note that 3D climate modeling under conditions similar to those described above (Forget et al.,
2013; Wordsworth et al., 2013) have not yet been able to produce liquid water or at least significant
precipitation by climatic processes anywhere on the planet, even when maximizing the greenhouse
effect of COg ice clouds.

5.5.3 Experiment - Modeling of Outflow Channel Events
5.5.3.1 Description of the parameterization

Outflow channel events can be modeled to a first approximation by the sudden release, and then the
spread of warm liquid water over the surface of Mars. In our simulations, this was accomplished by
the emplacement of a fully mixed layer of warm liquid water at the surface. The fate of this water
depends on the following processes (summarized in Figure 5.5).:

1. The liquid water layer loses some energy by thermal conduction to the initially cold ground.
For this, we fix the uppermost of the 18th martian regolith layers at the temperature of the water,
and calculate the heat flux lost (or gained) by the warm water to the downward layers.

2. The warm liquid water layer cools by emitting thermal infrared radiation at o T;lurf. This
emission contributes to the radiative transfer budget.

3. The liquid water evaporates and looses some latent heat. The evaporation F at the location of
the warm water was computed within the boundary-layer scheme, using the following bulk aerodynamic
formula:

E = plCdvl[QSat(Tsurf) - Q1]> (5'9)

where p; and Vi are the volumetric mass of air and the wind velocity at the first atmo-
spheric level, ggat(Tsurf) is the water vapor mass mixing ratio at saturation at the surface, and
q1 is the mixing ratio in the first atmospheric layer. The aerodynamic coefficient is given by:
Cyq = (k/In(1+ 21/20))* ~ 2.5x1073, where x = 0.4 is the Von Karman constant, zo is the roughness
coefficient and z; is the altitude of the first level (~ 18 meters).

We modeled the sensible heat exchanged between the surface and the first atmospheric layer using
a similar formula:

Fyensible = pleCdvl[Tsurf - T1]7 (5'10)

with Ty the temperature of the first atmospheric level and C, the mass heat capacity assumed equal
to 850 J K~ kg™! in case of a COg-only atmospheric composition.
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4. Depending on the volume of water modeled, liquid water will flow from the Circum-Chryse
outflow channel sources to Chryse Planitia, then to Acidalia Planitia, and eventually to the Northern
Plains. First, we modeled the displacement of the flow calculated from its height and its velocity.
The velocity of the flow mostly depends on its width but also on the slope of the terrain. For each
grid, we used the subgrid mean slope and the subgrid mean orientation of the slope to evaluate (using
equations (5.4) and (5.7)) the velocity and the direction of the flow. Second, we used a simple bucket
scheme to model the progressive filling of the topographic depressions.

Warm waters flowing on the Northern Plain slopes can also encounter HyO ice (it can be either
stable at a particular latitude, or related to previous outflow channel events, but from the point of
view of latent heat exchange and climate, it does not change anything) or seasonal COs ice (typically
present for atmospheres thinner than 1 bar). We modeled the interaction of HoO and COs ices with
warm liquid water using energy conservation. If the liquid water is warm and in a sufficient amount,
all the CO4 ice sublimates and is added to the atmosphere. Similarly, all the water ice encountered
by the warm flow is melted and converted at the resulting equilibrium temperature.

Once the flow has reached a stable position (e.g. forming a lake), in reality some water may be
trapped in local topographic depressions (impact craters, tectonic basins, ...); it is difficult, however,
to estimate adequately how much water might be sequestered in this manner. First, the detailed
topography of the terrains is unknown prior to resurfacing by the outflow channel events. Second,
the water outflows themselves modified (and probably smoothed) the topography. Thus, to take into
account not only the effect of the trapped water but also the role of the wet ground, we arbitrarily
placed a minimum 20 cm layer of liquid water in all the locations where the liquid water flow passed
through. This assumption may also be representative of the fact that in reality the discharge rate does
not have a rectangular shape (in time) as we assumed in our parameterizations.

5. As time goes on, the liquid water flow cools. If its temperature reaches the 273.15 K freezing
temperature (assuming no salts), the water starts to freeze. On Earth, salinity drives the freezing point
of oceans to ~ 271K and assuming similar salt rates in outflow waters would not change much our
results. To account for this process, we developed a multiple layer modified version of the soil thermal
conduction model already included in the GCM. We have in total 100+ layers, with mid-layer depths
ranging from dg ~ 0.1 mm to dj4 ~ 2 m, following the power law d,, ,<14 = do x 2" with n being the
corresponding soil level and the linear law d, p>14=d14 x (n — 13) for the deepest layers. The layers
are separated into two parts: the ice cover above and the liquid water below. For the water ice layers,
we use a thermal conductivity of 2.5 W m~! K~! and a volumetric heat capacity of 2x106 J m=3 K~
For the liquid water, we use, respectively, a thermal inertia of 20000 J m~2 K1 s~1/2 (artificially
high to account for convection) and a volumetric heat capacity of 4x10% J m™ K~!. At each physical
timestep, we estimate the thermal diffusion flux lost by the liquid water layer to the water ice layer
and calculate (using the conservation of energy) the amount of liquid water to freeze. If the depth of
the ice - initially going down to d=d,, - overpasses the layer d,, 1, we convert the n 4 1 layer into ice.

We note that the use of a multi-layer soil model is important to describe the sea-ice formation,
evolution and its impact on possible cold early martian climates. Such refined models are better suited
to represent the temperature profile evolution within the ice layer (that may evolve with seasonal
forcing or as the ice layer thickens) and thus the surface temperature that controls the sublimation
rate. In particular, our simulations show that up to 95% of the annual sublimation rate can be
produced during the summer seasons. This requires a good estimate of the seasonal variations of the
surface temperature above the ice.
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Figure 5.5: Schematic drawing of the physical processes taken into account during outflow channel
events in our GCM simulations. Credit: N. Chaniaud.
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Simultaneously, as the ice layer forms, we also linearly increase the surface albedo from Ajq = 0.07
(if no ice) to Ajce = 0.5 (if the ice layer thickness h overpasses the threshold value of h, = 3.5 cm;
Le Treut and Li 1991) as follows:

h
A = Ajig + (Aice — Aliq) o (5.11)

6. The amount of water delivered by outflow events can be very large and thus lead to the accumu-
lation of large quantities of liquid water. The timing expected for this water to freeze can be evaluated
using a combination of the thermal conduction flux in the ice layer F©' = e M and
the conservation of energy. Assuming that the temperature in the frozen layer varies linearly between
Thottom = 273.15 K and Tgy,r (assumed constant) as hypothesized in classical 2-layers thermodynamical
models (Codron, 2012), we have:

T; m — Lsur oh T m — Lsur
Cice ( botto : S f)) E _ /\ice ( botto . S f)7

pice (Lm — (5.12)
where pjce is the volumetric mass of the ice (9.2 102 kg m_3), Cice is the specific heat capacity of the ice
(2.1x10% J kg=! K1), Aice is the conductivity of the ice (2.5 Wm™' K1) and L,, ~ 3.34x10° J kg~*
is the latent heat of fusion of water ice.

This leads after integration over time to an expression of t(h), the timing required to freeze a layer
of depth h:

Pice Ly, Cice 2
t(h) = — h”. 5.13
( ) 2 )\ice ((Tbottom - Tsurf) 2 ) ( )

For example, the outflow event presented in section 5.6 leads to the accumulation of up to 600 meters
of liquid water. A typical timescale (for Ty ~ 200 K) for this water to freeze, according to equation
5.13,is ~ 4 x 103 martian years.

To account for such long timescales, we developed a modified version of the ice iteration scheme
presented above. (1) First, we run the GCM for a few years then (2) every 2 years, we extrapolate
the amount of ice that has locally condensed and sublimed in the simulations by an arbitrary factor
Nyears.- Simultaneously, (3) we proceed to a linear extrapolation of the amount of frozen water/of
the growth of the ice layer thickness by the same factor nyears, using the conservation of energy. We
actually fit the t = f(h) function by straight lines of sizes multiple of nyears. In the reference simulation
presented in section 5.6, we performed first 5 martian years, then we extrapolated every 2 years using
Nyears=<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>